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Industrial 
Cybersecurity

Improving Security 
Through Access Control 
Policy Models

AdriAno VAlenzAno

T
he protection of a networked industrial control system (ICS) against 
cyberattacks and malicious behavior is a process that should be taken 
into account since the very beginning of the system’s conception. This 
is true, in particular, for the design and verification of access control 
policies that build up the core of any protection scheme. The aim of 
this article is to assess the general framework and shed some light on 
the research activities concerning the analysis and verification of ac-

cess policies in ICSs, which are currently being carried out in our laboratory.
Cyberattacks on ICSs and critical infrastructures have constantly gained 

popularity in the last years and received increased attention not only from the 
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scientific community and 
technical interest groups but 
also from management and 
governmental authorities and 
even mass media.

There is a general consen-
sus today that protecting ICSs 
against the malicious behav-
ior and menaces carried out 
through cyberspace is no lon-
ger an option and that security 
has to be considered a basic re-
quirement in all typical phases 
of an ICS’s life cycle, including 
the design, development, de-
ployment, operation, main-
tenance, and even disposal. 
This concept has been well 
assessed in large enterprises 
and mastered by those people 
who are responsible for manag-
ing and operating huge critical 
infrastructures such as those 
concerning power, gas, and wa-
ter distribution; transportation 
systems; gas and oil produc-
tion; and food production and 
distribution. In most of these 
cases, security- oriented stan-
dards and/or good practice 
guidelines have also been de-
veloped that are able to meet 
the specific requirements of 

the relevant application areas, and they 
are usually applied rigorously in plan-
ning and deploying new systems. 

The situation, however, is a bit differ-
ent when small and medium enterprises 
(SMEs) are considered, particularly in 
manufacturing and automation scenar-
ios, where sometimes full awareness of 
potential risks and their unwanted con-
sequences has yet to be reached. In fact, 
as far as we can say, in a nonnegligible 
number of SME cases, the protection 
against malicious attacks is not consid-
ered a mandatory requirement from the 
initial conception of a new ICS but rath-
er is treated as a sort of add-on feature 
that can be introduced in the system 
at a later time, i.e., when the system is 
deployed and put to work. This assump-
tion, however, is in clear contrast with 
the largely shared belief that the ICS’s 
security should be dealt with not as a 
product but rather as a process and can 
lead to difficulty, if not impossibility, in 

effectively granting a satisfactory level 
of security for the target system.

Securing an ICS involves several dif-
ferent aspects, which range from the 
assessment of risks to the selection of 
proper security policies, adoption of 
countermeasures, management of secu-
rity patches and updates, and detection 
and reaction to incidents. Every protec-
tion scheme, however, cannot abstract 
from the availability of suitable access 
control policies and mechanisms that 
are at the basis of the whole security 
framework. Access control alone is not 
sufficient to grant protection against 
malicious attacks; in fact, it is not able 
to prevent an attacker from impersonat-
ing a legitimate user and carrying out 
unwanted actions in his/her place. How-
ever, access policies and their enforce-
ment are needed as a basic building 
block for implementing effective coun-
termeasures in ICSs.

The Security Process
One of the main reasons for finding so 
many deep differences in the approach 
to ICS cybersecurity with respect to  
more conventional information tech-
nology (IT) systems is due to the much 
longer life of the former. ICSs are often 
designed and expected to last for de-
cades, which is quite a long time with 
respect to the average life of many tech-
nologies used for their implementation 
(for instance, most types of central pro-
cessing units and microcontrollers have 
a life span of only a few years). Many 
ICSs still in use today were originally 
conceived as insulated systems, i.e., not 
connected to any (external) communi-
cation network and/or to the Internet. 
The subsequent interconnection with 
other kinds of systems (e.g., office and 
enterprise networks) to take advantage 
of new appealing features, such as re-
mote monitoring, control, and mainte-
nance, is at the basis of their exposure 
to menaces that were not taken into ac-
count at all when those ICSs where origi-
nally designed.

In the last decade, this aspect has been 
pointed out several times in the scientific 
literature [1]–[5], and many solutions 
tailored to cope with the typical require-
ments of different application areas have 
also been proposed [6]–[10]. Moreover, 

the exposure of an ICS 
to threats that can be 
launched from inside 
its system has been 
recognized for several 
years [11] but attacks 
that originate from 
the outside and are 
carried out by leveraging remote con-
nectivity are, surely and unfortunately, 
gaining more and more popularity. This 
is mainly due to the introduction in ICSs 
of hardware (h/w) and software (s/w) 
components, which are based on popu-
lar IT technologies developed and wide-
ly adopted in other application areas 
such as personal computing and even 
consumer electronics.

The progressive replacement of pro-
prietary h/w and s/w elements with more 
conventional, inexpensive devices of 
widespread use and off-the-shelf avail-
ability, such as MS-Windows or Linux-
based industrial personal computers 
(PCs), has brought a number of benefits 
from the points of view of functionality, 
performance, and cost. However, the 
same well-known security problems ex-
perienced by conventional IT-networked 
systems have been inherited. In the case 
of general-purpose IT systems, however, 
the reduced life span and rapid replace-
ment of technologies have enabled the 
adoption of effective countermeasures 
and security approaches that can hardly 
be applied to ICSs [3]. On the one hand, in 
fact, some popular security solutions and 
common practices, such as the adoption 
of antivirus products and s/w patches 
and updates, are out of dispute in many 
ICSs because of their peculiar needs (e.g., 
real-time and availability requirements).

On the other hand, however, engi-
neers often respect their basic prin-
ciples and “never change a running 
system.” This attitude is not due to a 
lack of flexibility in the engineers’ under-
standing or will to introduce changes, 
but it is instead motivated by pragmatic 
reasons. Many ICSs have to work 24 h/d, 
7 d/wk with total availability; even short 
stops can negatively affect the produc-
tion and/or the quality of products, 
which unavoidably results in finan-
cial losses. A conservative approach  
is then more than understandable, in 
particular, in the absence of a suitable 
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analysis of risks and a careful evaluation 
of costs (or losses) due to possible dam-
ages. The availability of a reliable cost/
benefits estimate in these cases would 
likely drive engineers to introduce those 
changes that are needed to enhance the 
system’s protection.

The practical consequence of this 
situation, however, is that most ICSs 
today still do not even include basic 
mechanisms that can be leveraged to 
protect them from cyberattacks or im-
prove their security level.

There is a general consensus world-
wide that the security of ICSs must be 
regarded and managed as a process 
rather than a product. This concept, for 
instance, has been totally recognized by 
main international standardization bod-
ies such as the International Organiza-
tion for Standardization/International 
Electrotechnical Commission (IEC) [12], 
National Institute of Standards and Tech-
nology [13], and International Society of 
Automation/IEC [14], which, in different 
documents (and although with different 
terminologies, scope, and approaches), 

agree that managing the security of in-
dustrial systems means taking care of 
the five logical and temporal steps de-
picted in Figure 1. The word assets used 
in the picture stands for “whatever has a 
value to the organization” and includes, 
of course, not only things but also peo-
ple and the environment. Risk assess-
ment in Figure 1 is a very critical step 
that takes into account the system to be 
protected as a whole and tries to evalu-
ate the probability and consequences of 
unwanted events. To do this, sophisti-
cated models of the system have to be 
used, and several kinds of analysis can 
be carried out. The results produced by 
risk assessment are then used to design 
and select suitable security counter-
measures (also known as security con-
trols) to be adopted in the system. The 
final validation step is fundamental in 
checking if the selected solutions are re-
ally able to satisfy the security require-
ments for protection and mitigate the 
risk of incidents by keeping it under a 
predefined and acceptable threshold. It 
is important to keep in mind, however, 

that the process in  Figure 1 is iterative 
and can be triggered/retriggered by 
several different kinds of events dur-
ing the whole life cycle of the system, 
including the design, implementation, 
operation, and maintenance phases. In 
practice, whenever a change occurs in 
the real system, for instance, because 
of upgrades, patches, or detected vul-
nerabilities, the process in Figure 1  
has to be carried out with respect to the 
new system’s configuration and iterated 
until the validation step considers the 
proposed solution as satisfactory.

An important aspect of this process 
is checking that the security policies ad-
opted for the system, which are usually 
defined at a high level of abstraction, 
are correctly matched by the low-level 
protection mechanisms included in 
the system’s implementation. This kind 
of verification cannot abstract from 
the availability of a suitable model for 
the system, as schematically shown in 
Figure 2. According to this approach, 
the high-level security policies are first 
checked against the system model, pos-
sibly by means of automated/semiauto-
mated analysis s/w tools.

The results of the analysis are then 
used not only to update/correct/refine 
the policies but also to alter the model 
and low-level security mechanisms to 
obtain a perfect match with the policies 
themselves. Of course, the changes in 
the model have to be reflected in the 

FiGure 1 – The logical and temporal steps in securing an iCS.
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the reduced life span and rapid replacement  
of technologies have enabled the adoption  
of effective countermeasures and security 
approaches that can hardly be applied to Icss.
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real system and vice versa. In other 
words, the system and its model must 
always be kept perfectly aligned; this is 
another crucial aspect because it has to 
be implemented for the entire life of the 
system, particularly by introducing cor-
responding modifications to the model 
whenever anything is changed in the 
real system for whatever reason.

High-Level Access  
Policy Models for ICSs
As mentioned previously, the protec-
tion of an ICS involves several comple-
mentary aspects such as the analysis 
and evaluation of risks, the definition 
of security policies and strategies, and 
the design and deployment of coun-
termeasures that are able to prevent 
and detect attacks and mitigate their 
effects on the controlled system. All 
these topics have been tackled exten-
sively in the scientific literature in the 
past several years, and the interested 
reader can find an assessment of the 
state of the art in [3].

Access policies are a significant 
part of the security policies that can be 
adopted to protect ICSs. Protecting a 
system implies that all access to its re-
sources is controlled and unauthorized 
access is filtered out by means of suit-
able mechanisms. The access policies 
define the high-level rules for regulat-
ing such an access-control process. It is 
worth repeating that access control is 
not sufficient on its own to grant the se-
curity of ICSs or assure their protection 
against malicious behaviors. However, 
it represents a fundamental element 
around which the whole security system 
should be built, in the same way that a 
reinforced door is not able on its own to 
prevent intrusions (for instance, if the 
attacker can steal or capture the key), 
but it is helpful in enforcing controlled 
access to a protected room. A popular 
example of exactly this is the Stuxnet 
attack against Siemens’ programmable 
logic controllers (PLCs), which was car-
ried out by impersonating a legitimate 
user despite the access control mecha-
nisms that were operating.

A further issue concerns the design 
and development of more secure engi-
neering s/w tools that are frequently 
used, for instance, to configure and 

manage embedded devices in ICSs. A 
recent research study [15] identified a 
number of potential security threats 
for both the tool users and develop-
ers that can affect such a class of 
s/w applications and proposed some 
guidelines to mitigate their unwanted 
exposure to risks. According to [15], 
access control is one of the ingredi-
ents that must be provided when an 
engineering tool performs accesses 
through the Internet, to download 
patches and updates, or is connected 
to the system devices. Consequently, 
the analysis of the access policy im-
plementation also has to take into ac-
count the tool’s interactions with the 
physical system.

In the past, several techniques 
were developed for specifying access 
policies at a high level of abstraction. 
Discretionary access control (DAC) 
[16], for instance, is based on the iden-
tities of the users and the explicit rules 
stating who is or is not allowed to ex-
ecute what actions on what resources. 
The discretionary attribute is because 
users can be authorized to pass their 

rights to other users, while granting 
and revocation of rights are regulated 
by an administrative authority (i.e., 
the operating system administrator). 
Mandatory access control (MAC) 
instead assigns rights based on the 
rules issued by a central authority. A 
very common form of MAC is the mul-
tilevel security policy [17], [18], based 
on the classification (i.e., unclassified, 
confidential, secret, and top secret) 
of resources to be protected and sub-
jects needing to access them.

Role-based access control (RBAC) 
[19], [20] appeared more recently but 
gained consensus rapidly as a better 
alternative to DAC and MAC in a large 
number of practical applications. In 
fact, RBAC maps access policies on 
the structure of organizations in a 
more natural way than DAC/MAC by 
adopting an underlying model based 
on roles and objects rather than on 
users and objects. A role is usually 
a job function or title (e.g., operator, 
maintainer, or plant engineer) with 
associated activities and duties. Ac-
tually, in most real-world situations, 

(Abstract)
Security Policies

(Formal)
System Model

(Automated)
Analysis S/W

Tools

Analysis
Results

Real System

FiGure 2 – The security policy verification process.

the high-level security policies are first checked 
against the system model, possibly by means of 
automated/semiautomated analysis software tools.
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knowing the organizational responsi-
bilities of a user is much more signifi-
cant than knowing the user’s identity. 
In RBAC, the access policies are de-
fined by assigning users and permis-
sions to roles. Of course, RBAC also 
includes objects that are acted on by 
roles and operations that can be exe-
cuted on objects. Since its acceptance 
as an industry consensus standard in 
2004, the RBAC approach has been 
successfully adopted in a number 
of technical areas that are typical of 
the information technology domain, 
such as those dealing with operating 
systems or database management 

systems. However, several RBAC con-
cepts have also been included in the 
definition of major security-related 
standards and, in particular, in the IEC 
62351 suite concerning the informa-
tion infrastructure of power systems. 
IEC 62351 part 8 [21], in fact, builds 
on the RBAC users-roles- permissions 
authorization concept and speci-
fies several kinds of elements (i.e., 
extensions to the data models for 
implementing RBAC, the format of 
credentials, the transmissions of 
roles over the network, and so on) 
that are needed to enhance the cy-
bersecurity of communications in the 

management of power industry infor-
mation infrastructures. Finally, exten-
sions of RBAC have also been studied 
and developed to cope with the ac-
cess control needs and features of  
smart grids [22].

For example, let us consider the 
simple plant sketched in Figure 3, 
representing two cooperating ma-
chines whose controllers (CONTR_A 
and CONTR_B) are enclosed into 
two separate cabinets (CAB_A and 
CAB_B) and connected through an 
Ethernet switch (SW_P) to their con-
trol network (CN). The switch also 
enables connecting the CN to a host 
(DATA_LOGGER) placed in a demili-
tarized zone (DMZ). Finally, a conven-
tional computer is connected to SW_P 
to enable remote actions on CONTR_A 
or CONTR_B and DATA_LOGGER. The 
CN area and DMZ are disjointed from 
a logical point of view, and they are 
also located in distinct rooms. The 
room doors (D_DMZ and D_PR) and 
cabinet doors (D_CA and D_CB) are 
also shown in Figure  3. Moreover, to 
keep the example as simple as pos-
sible, other devices and connections 
(in particular, from the DMZ to the en-
terprise network and the Internet) are 
not considered and are not shown in 
the figure.

A simple RBAC model definition for 
the system can include, for instance, 
operator and maintainer roles distinct 
for A and B (assuming that machines 
A and B are of significantly different 
types) and a plant supervisor role. A 
operators are allowed to start/stop 
the machine control service on ma-
chine A (plc_A) only, while B opera-
tors can do the same with machine B 
(plc_B control service). A maintainers, 
in addition, are permitted to configure 
plc_A, and the same is possible for B 
maintainers with respect to B. Finally, 
supervisors can perform any possible 
action on any machine and, in particu-
lar, start and stop the data logging ser-
vice on DATA_LOGGER.

Table 1, besides summarizing the 
elements relevant to RBAC that are 
included in the plant (i.e., objects, 
operations, and roles), also shows 
the assignment of permissions to 
roles. The definition of the users and 

FiGure 3 – A simple plant example. 
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their assignment to roles, as listed in 
Table 2, complete the RBAC descrip-
tion. The rightmost column in Table 2 
shows all the actions allowed to the 
plant users by means of triples (user, 
operation, and object): the set of all 
triples in the column completely de-
scribes “who can do what on what” 
and is the RBAC view of the system in 
Figure 3. By assumption, actions not 
included in the set of Table 2 are for-
bidden in the modeled system.

The high abstraction level adopted 
in RBAC and similar techniques fa-
cilitates the specification of access 
policies with a high degree of indepen-
dence from the actual system imple-
mentation; moreover, the verification 
of the coherency of policies in a given 
set can be carried out in efficient and 
formally elegant ways. Unfortunately, 
the same high-level description frame-
works are of little help in checking 
whether policies are correctly imple-
mented in a real system. Unavoidably, 
the solutions that appeared in the 
literature to overcome this limitation 
suffer from two types of drawbacks: 
they either assume that the underlying 
system is able to guarantee the policy 
enforcement [23]–[25] or rely on h/w 
and s/w extension mechanisms [26]–
[28] to grant some kind of enforcement 
nevertheless. For many reasons, how-
ever, this approach is largely infeasible 
for ICSs because ICSs are often very 
heterogeneous in nature, their special 
h/w and s/w components can hardly 
be changed significantly and, last but 
not least, they frequently include very 
poor security control mechanisms.

Very few techniques [30]–[32] and 
s/w tools [29], [33]–[35] that appear 
in the literature enable some correct-
ness check of policy implementation 
in real networked systems without 
assuming the availability of suitable 
enforcement mechanisms. In particu-
lar, in [33]–[35], we tried to enrich a 
system description, mostly based on 
RBAC, with elements and informa-
tion that are able to also take into ac-
count aspects concerning its actual 
implementation such as the network 
topology, services installed on the dif-
ferent nodes, and so on. That experi-
ence, however, was successful only 

in part, and the lessons learned in a 
number of case studies eventually led 
us to adopt a different solution, as ex-
plained in the section “A Twofold Mod-
el for Checking Policies.” The main 
reasons that drove this change in the 
approach are:

 ■ In a number of practical situations, 
we found it quite difficult to include 
in a high-level (RBAC) model some 
important configuration details, 
such as, for instance, host ac-
counts and physical locations of 
devices, that are more relevant for 
the policy mapping analysis.

 ■ In real-world situations, different 
teams of people are often responsi-
ble for the definition of high-level pol-
icies and the system configuration/
setting. Moreover, they are frequently 
familiar with different languages and 
procedures (i.e., operators must not 
be allowed to reprogram machines 

A and B versus user x should not be 
able to log on to host y and upload 
files to PLC z).

 ■ A disjointed view of the actual 
system implementation details 
(i.e., firewalls and switches filter-
ing rules, device configurations, 
account settings, and so on) can 
help in gathering the needed infor-
mation from the system itself in a 
semiautomatic/automatic way.

 ■ Industrial systems are heteroge-
neous in their nature, and enforcing 
high-level policies by altering the 
h/w and s/w architecture of network 
nodes with mechanisms introduced 
ad hoc is definitely not feasible.

A Twofold Model  
for Checking Policies
Some of the limitations listed in the 
previous section can be overcome, at 
least in part, by adopting a new kind 

TAbLe 2- THe RbAC uSeRS And THeIR ASSIgnMenT To RoLeS.

rolE usEr opEratIon alloWEd to usEr

A_operator Al (Al, start, plc_A)
(Al, stop, plc_A)

A_maintainer Alfred (Alfred, start, plc_A)
(Alfred, stop, plc_A)
(Alfred, configure, plc_A)

Arnold (Arnold, start, plc_A)
(Arnold, stop, plc_A)
(Arnold, configure, plc_A)

B_operator Brian (Brian, start, plc_B)
(Brian, stop, plc_B)

Basil (Basil, start, plc_B)
(Basil, stop, plc_B)

B_maintainer Bert (Bert, start, plc_B)
(Bert, stop, plc_B)
(Bert, configure, plc_B)

Supervisor Paul (Paul, start, plc_A)
(Paul, stop, plc_A)
(Paul, configure, plc_A)
(Paul, start, plc_B)
(Paul, stop, plc_B)
(Paul, configure, plc_B)
(Paul, start, data_logging)
(Paul, stop, data_logging)

the high abstraction level adopted in rbac and 
similar techniques facilitates the specification of 
access policies with a high degree of independence 
from the actual system implementation.
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of model that includes two logically 
separate views of the system concern-
ing the high-level policies and the low-
level mechanisms, respectively. For our 
purpose, low-level mechanisms means 
all those physical (h/w and s/w) system 
settings, such as user accounts, pass-
words, and switch and host port config-
urations that have to be carefully set up 
to support the desired access-control 
scheme. Recently, we focused on the 
development of a twofold model [36], 
[37], which, besides describing poli-
cies according to the RBAC framework, 
is also able to capture the fine-grained 
implementation details of the system 
such as firewall rules, configurations 
of both industrial/automation devices 

(i.e., PLCs, numerical controllers, in-
telligent sensors/actuators) and traffic 
control equipment (i.e., switches, rout-
ers, and access points), physical loca-
tions (e.g., rooms, cabinets) of devices, 
and credentials (i.e., physical keys, 
badges, passwords, and certificates) 
needed to access system resources and 
invoke operations on them. A formal 
and complete description of this ap-
proach can be found in [36].

The high-level view of the system 
(we call it the specification) is based on 
hierarchical RBAC [20] and, in practice, 
allows for describing the access poli-
cies by means of the same kind of triples 
shown in the right column of Table 2. 
Moreover, the hierarchical organization 

of roles enables the inheritance of roles 
to users and of permissions to roles. 
For instance, in our example, A main-
tainers inherit rights from A operators, 
and the same happens for the B roles. 
Supervisors, on the other hand, inherit 
permissions from both A and B roles 
(multiple inheritances).

Figure 4 shows how the twofold mod-
el can be used to analyze correctness of 
the policy implementation from a con-
ceptual perspective. One difficult point 
in this case could be the ability to put 
into correspondence the two separate 
views of the system in Figure 4, which 
are frequently under the responsibil-
ity of different teams of designers and 
administrators. While the sets of users 
in RBAC and in the real system consist 
of very similar groups of people/agents 
and can be kept aligned with moder-
ate effort, the objects, operations, and 
rights might not be a one-to-one corre-
spondence in the two views. In particu-
lar, in the real system case, access rights 
are often specified in terms of accounts/

– John
– Ann
– Timmy
– Emily
– …

ObjectsUsers

– plc_a
– Firewall_n
– Cabinet_t
– …

Physical System Model View

– Login
– Admin
– Read File
– Open Door
– …

Operations

– Interconnection Topology
– Account and Groups
– Device Configurations (Filtering Rules…)
– …..

– Operator_x
– Operator_y
– Engineer_k
– Maintainer_w
– …

ObjectsUsers

– Moulding Mach.
– Conveyor
– Assembly Stat.
– …

RBAC-Based Model View

– Upload_pp
– Start
– Stop
– Configure
– …

Operations

Roles

– J. Maintainer
– Plant Engineer
– Operator
– Plant Superv.
– …

– Upload_pp to Moulding
   Machine

– Start Conveyor
– Configure Assembly Stat.
– …

Permissions
System Structure

No operator shall be able to
upload part programs to

moulding machines.

No normal user shall be able to
access plc_a with admin rights

either locally or remotely…

Do high- and low-level
policies match?

FiGure 4 – A twofold model for the analysis of security policies.

different teams of people are often responsible  
for the definition of high-level policies and the  
system configuration/setting.
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usernames and groups, so a user can 
acquire different rights depending on 
the credentials (e.g., username, physical 
key, and badge) he/she owns at a given 
moment. The actual system implemen-
tation, moreover, usually contains more 
(and possibly different) objects than the 
RBAC specification counterpart. The 
inclusion of this kind of information in 
the model, however, is fundamental to 
automatically verify whether policies 
such as “no operator can upload part-
programs to moulding machines” are 
correctly implemented, for instance, 
by correctly configuring the available 
h/w and s/w settings included in system 
and/or introducing additional protec-
tion countermeasures. Performing this 
verification could mean being able to 
check that any unprivileged user is un-
able to either physically access the con-
trol panel of a PLC or to log in remotely 
to the PLC with administration rights (of 
course, this depends on how the mould-
ing machine is actually implemented as 
it may consist, in principle, of a large set 
of options concerning its h/w and s/w 
components that cannot be taken into 
account directly in the specification 
view of the system). We call implemen-
tation the model part concerning the 
description of the physical system. In its 
turn, the implementation consists of two 
basic parts: a detailed (static) descrip-
tion of the system, including its building 
elements, and a set of rules that are used 
to compute all the possible actions that 
each user can perform on each object in 
the system.

Physical System Description
The physical system description is 
based on three main sets, which are 
hosts, rooms, and links. Hosts repre-
sent the nodes in the network and in-
clude not only computers or special 
equipment such as PLCs, but also h/w 
traffic control devices such as switches 
and firewalls. For instance, DATA_LOG-
GER, CONTR_A, CONTR_B, SW_C, and 
PC_P are hosts in the system of Figure 3. 
Rooms are special objects keeping track 
of the actual locations of hosts and 
are used to model areas and cabinets 
(e.g., R_DMZ, R_P, R_EXT, CAB_A, and 
CAB_B). Rooms are also important  
in modeling wireless communications 

and establishing where a wireless link 
is accessible in the system. Each host 
is equipped with a set of communica-
tion ports, is associated with a room 
object, and is also bound to a set of 
filtering rules specifying details about 
the physical and logical interconnec-
tions between the host communication 
ports, the protocols adopted, and the 
condition (allowed/forbidden) for each 
existing port interconnection path. The 
description of the system in Figure 3, 
for instance, specifies that host SW_P 
is equipped with ten physical ports, is 
placed in room R_P, and is configured 
so as to enable bidirectional commu-
nications only between those ports 
connected to CONTR_A, CONTR_B, 
DATA_LOGGER, and PC_P, respectively.

Each host in the model also includes 
a set of resources representing services 
and functionalities installed on the host 
itself and potentially accessible to us-
ers in the system. In  Figure 3, CONTR_A 
and CONTR_B could be implemented 
as some kind of industrial PC running 
a soft PLC application. The resources 
in this case could be the operating sys-
tem login service, allowing users to log 
in to the node, and the soft PLC task 
that provides the PLC functionalities. 
In the example, another s/w service, 
like the one offered by an OPC-UA serv-
er, is also installed on CONTR_A and 
CONTR_B to enable data logging. Re-
sources for SW_P, instead, include the 
login service for the switch and a con-
figuration service made available for its 
management. Besides the conventional 
login functionality, DATA_LOGGER sup-
ports a suitable service (e.g., OPC-UA 
client) to collect data remotely from 
both CONTR_A and CONTR_B. No spe-
cial service is installed on PC_P except 
its operating system login module, as 
it is conceived simply as a remote con-
sole for accessing the other nodes in 
the plant.

The objects have an associated set 
of operations that can be executed on 
them. A room operation consists of an 
action and a set of credentials (e.g., 
physical key, badge, and access code) 
that users must own to perform the ac-
tion itself. For instance, the enter opera-
tion is associated to rooms R_DMZ and 
R_P in Figure 3, and users must own 
credentials crD_DMZ and crD_PR, respec-
tively, to perform it. The same is true 
for the open operation (called enter 
again in the following) and credentials 
crCAB_A and crCAB_B concerning cabinets 
CAB_A and CAB_B.

The operations affecting host re-
sources have a more complex struc-
ture since each action is associated to 
a set of pre- and postconditions. Pre-
conditions describe the requirements 
that a user needs to meet to be able to 
perform the relevant action. The model 
includes three different types of pos-
sible preconditions called physical_ac-
cess, local_access, and remote_access, 
which, respectively, take into account 
the ability of accessing the resource 
physically (i.e., a direct access to the 
host console), locally (a successful 
login already performed on the host), 
or remotely (a successful login through 
the network from a remote host where 
the user is already logged in). Each 
type of precondition includes a (possi-
bly empty) set of required credentials 
taking into account the ability of the 
users to access the resource (e.g., pass-
word knowledge) and acquire rights 
pertaining to a given user account/ 
group bound to the resource itself. In 
Figure 3, CONTR_A and CONTR_B ac-
cept remote connections from PC_P 
and DATA_LOGGER (but outgoing 
connection requests from the control-
lers are blocked) so that their control 
operations (i.e., the soft PLC applica-
tions) can be started/stopped by log-
ging into the system with credentials 

a disjointed view of the actual system 
implementation details can help in gathering  
the needed information from the system itself  
in a semiautomatic/automatic way.
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cCONTR_A and cCONTR_B, respectively (re-
mote access precondition). Another 
way to achieve the same result is by 
logging in through the controller em-
bedded console with credential cCC_A/
cCC_B (physical access precondition) 
after opening the relevant cabinet. The 
PLC configuration operation, instead, 
can be performed only by accessing 
the console with cCC_A/cCC_B. Finally, 
the data service running on A and B 
(OPC-UA server) cannot be started or 
stopped manually and is managed di-
rectly by the node operating system. 
The data logging client on DATA_LOG-
GER can be started/stopped by each 

user logged either locally or remotely 
on that host (DATA_LOGGER accepts 
incoming connections from PC_P, but 
PC_P in its turn does not accept in-
coming connections) and only a single 
(administration) account is provided 
by the relevant login service, which 
requires the credentials cDLOG. The con-
figuration of SW_P can be performed 
by logging remotely on that node from 
either PC_P or DATA_LOGGER with the 
credential cSW_P, while the login service 
of PC_P is configured with a single ac-
count requiring the cPC_P credential.

Postconditions take into account 
the effect of operations performed on 

the host resources. In particular, the 
effect of a successful login operation 
through the service offered by a given 
host allows the performing user to 
gain access to the resources located 
on that host and the rights assigned 
by the operating system to the user/
group involved in the login operation.

User’s Actions
The set of all possible actions that a 
user can perform in the physical system 
can be computed by constructing a la-
beled transition system (LTS). This can 
be done by letting each user move from 
one room to the other and carry out all 
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FiGure 5 – (a) The partial lTS construction for the example plant. (b) All the actions on the objects that are permitted to Al in the form of triples 
obtained through the lTS construction.
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the operations he/she is enabled to per-
form on resources located on hosts in 
the rooms. By basic assumption, in our 
model, the actions of one user cannot 
affect the behavior of the others, so the 
implementation view, which consists of 
the set of all allowed (user, object, and 
operation) triples, can be obtained by 
combining the independent contribu-
tions of the different users.

The LTS construction is based on 
the definition of the user’s state and 
a set of rules (inference rules) stating 
how the user’s capabilities can be put 
into correspondence with the precon-
ditions required to perform operations 
on resources. For instance, the rule 
for crossing a door d and moving from 
room x to room y (enter operation) 
specifies that, to perform the action, 
rooms x and y must be adjacent and 
separated by door d, the current posi-
tion of the user must be in room x and, 
if a credential (i.e., a physical key) is 
needed to open the door, the user must 
also own it. The effect of the action 
execution is that the user moves from 
x to y, thus gaining physical access to 
the hosts in the destination room. A 
complete and formal discussion of all 
the inference rules in the model can be 
found in [36].

In general, each state of the LTS 
should consist of both the current state 
of the user and an updated description 
of the physical system. The proposed 
approach, however, makes use of a 
static system description, so that its in-
clusion in the LTS state can be avoided 
to keep the computation simpler.

In Figure 3, let us assume that all 
uses are initially in the external area (R_
EXT) and the set of credentials (crD_DMZ, 
crD_RP, crCAB_A, cCONTR_A, cCC_A, cDLOG, and 
cPC_P) is assigned to both operators and 
maintainers of machine A, while the set 
(crD_RP, crCAB_B, cCONTR_B, cCC_B, cDLOG, and 
cPC_P) is granted to B maintainers. B op-
erators are given the same set of main-
tainers’ credentials with the exception 
of crCAB_B. Plant supervisors, however, 
are given all the credentials existing in 
the system.

Figure 5 shows a possible construc-
tion of a partial LTS concerning user Al, 
where, for the sake of conciseness, the 
constant set of the user’s credentials 

has been omitted for each state in the 
picture. Please be warned that the 
structure of the LTS shown in the pic-
ture has only an illustrative purpose: 
it is not minimal, complete, or the best 
one, and our construction algorithms 
actually build the LTS in a different and 
more efficient way. This aspect is gen-
erally crucial in approaches based on 
model checking where the number of 
states of the LTS must be kept as small 
as possible and the computation time 
is a critical issue for the applicability of 
the analysis techniques to systems of 
significant size.

Figure 5(b) shows all the actions on 
the objects that are permitted to Al, in 

the form of triples obtained through the 
LTS construction. The overall implemen-
tation view of the model, which is the 
set of all allowed triples for all users, can 
then be obtained by simply combining 
the different users’ contributions that 
are independent by assumption.

Policy Mapping Verification
As mentioned before, the mapping of 
policies onto access mechanisms can 
be checked by comparing the triples 
in the specification and implementa-
tion views of the model. Table 3 sum-
marizes the situation for the plant 
in Figure 3, where allowed triples in 
the two model views are shown in 
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different colors, which are green for 
the specification and yellow for the 
implementation, respectively. Each 
purple cell corresponds to an action 
on the object in the cell row that is 
not allowed to the user in the cell col-
umn in both the specification and im-
plementation views.  The upper part 
of the table concerns objects appear-
ing in both the high- and low-level de-
scriptions, while the lower part deals 
with the objects not included in the 
RBAC specification. By comparing 
triples in the upper part of Table 3, 
we can see that some RBAC policies 
have their correct counterparts in 
the implementation: this occurs for 
the cells colored in both green and 
yellow. However, some situations 
(only yellow cells) exist where the in-
volved operations are possible in the 
actual system, even though they are 
not allowed by the RBAC policies. For 
instance, operator Al can configure 
plc_A because of the wrong assign-
ment of credentials crCAB_A and cCC_A, 
which enable him to open cabinet A 
and log in to the controller. This prob-
lem can be easily fixed by removing 
either crCAB_A, or cCC_A (but removing 
both is better) from the credential set 
assigned to the A operators. Similar-
ly, all operators and maintainers are 
allowed to start/stop the data-logging 
process. This occurs because A op-
erators and maintainers are enabled 
to enter R_DMZ and log into DATA_
LOGGER; moreover, all users are al-
lowed to log in to PC_P and remotely 
connect to the data logger host in 
R_DMZ. An obvious fix is to not as-
sign credential cDLOG to all maintain-
ers and operators or, alternatively, 
to configure DATA_LOGGER to also 
reject connection requests coming 
from PC_P and restricting the access 
to room R_DMZ by removing cD_DMZ 
from the credential set assigned to A 
operators and maintainers.

The detection and correction of 
these unwanted situations can ap-
pear a trivial task, which can be eas-
ily carried out by hand, when simple 
examples such as that in Figure 3 are 
considered. Unfortunately, real sys-
tems are much larger and more com-
plex, and an exhaustive check of the 
correct policy implementation can 
hardly be performed without the aid 
of suitable modeling techniques such 
as those presented in this article.

Conclusions
The constant increase of menaces car-
ried out through cyberspace pushes 
toward the adoption of efficient defen-
sive measures for securing critical in-
frastructures and ICSs. Access control, 
although not able to grant security 
on its own, is a fundamental element 
for building any protection scheme 
for ICSs. Risk mitigation, in fact, also 
implies a reduction of the probability 
of unwanted events, but this can be 
obtained only with the support of ef-
ficient access control techniques.

Access control policies, however, 
are often defined at a high level of 
abstraction, which makes them inde-
pendent from their actual implemen-
tation in the physical system, but, 
consequently, the correct mapping 
of policies onto the low-level access 
mechanisms (i.e., configurations and 
settings) of the system devices is a dif-
ficult and often error-prone task. The 
twofold model presented in this article 
is a tentative though appealing ap-
proach to bridge the semantic gap be-
tween the abstract definition of access 
policies for ICSs and their correct map-
ping onto the low-level access control 
mechanisms provided by the actual 
system. This aspect is particularly im-
portant in ICSs, where the policy im-
plementation cannot rely on suitable 
h/w and/or s/w extensions and sup-
port able to grant some kind of policy 

enforcement. Most ICSs today are still 
very heterogeneous in nature, include 
special-purpose devices and equip-
ment, and make use of a very small 
number of poor low-level protection 
mechanisms. Exploiting the configura-
tion of such simple elements and their 
moderate capabilities is often the only 
viable way for designers to make their 
access schemes, which are conceived 
at a relatively high abstraction level, 
work as expected in the real system.

As in most solutions based on mod-
el-checking techniques, the explosion 
of the state space (i.e., the number 
of states in the LTS) is a crucial issue 
for the feasibility of the proposed ap-
proach, and this depends, in our case, 
on the number of rooms, nodes, users, 
and possible actions. Some assump-
tions on which our model is based 
(such as the independence of user be-
haviors, the assignment of permissions 
to roles instead of users, and the static 
configuration of the physical system, 
which cannot be changed by the users’ 
actions) can be exploited to construct 
the LTS in a quasi-minimized form. Al-
though performance figures are not 
available yet, our initial experiments 
are encouraging from this point of view 
as systems consisting of a few hundred 
nodes and several roles can be ana-
lyzed in a reasonable amount of time 
with ordinary computing resources.

However, while the LTS construction 
and analysis can be almost completely 
automatized, a significant part of the 
system description still has to be car-
ried out by hand with the aid of graphi-
cal editing supports. For this reason, 
we are investigating the possibility of 
extracting (part of) the needed infor-
mation directly from the device config-
uration files and databases, possibly 
in an automatic/semiautomatic way. 
A second area that needs significant 
manual intervention (and expertise) is 
the evaluation of results produced by 
the analysis to fix unwanted situations. 
We are conscious that much work still 
has to be done to make this task easier 
and more intuitive.

Future work will primarily focus on 
the development of efficient LTS con-
struction and analysis algorithms and 
on the removal of some constraints 

the set of all possible actions that a user can 
perform in the physical system can be computed  
by constructing a labeled transition system.
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currently adopted in the model such 
as the assumption of users’ indepen-
dence. The availability of an automated 
s/w tool prototype, currently under de-
velopment, will also enable the analysis 
of a number of case studies concerning 
real-world systems and a more effec-
tive evaluation of the benefits and dis-
advantages of the proposed approach 
in practical situations.
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