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Abstract—The use of model-based technologies has made it im-
perative for the development of a feedback control system to deal
with many different tasks such as: plant modeling in all its va-
riety; model reduction to achieve a complexity or level of abstrac-
tion suitable for the design task at hand; synthesis of control laws
that vary from discrete event reactive control to continuous model
predictive control, their analyses, and testing; design of the im-
plementation; modeling of the computational platform and its op-
erating system; analysis of the implementation effects; software
synthesis for different platforms to facilitate rapid prototyping,
hardware-in-the-loop simulation, etc. Throughout these tasks, dif-
ferent formalisms are used that are very domain specific (e.g., tai-
lored to electrical circuits, multibody systems, reactive control al-
gorithms, communication protocols) and that often need to be cou-
pled, integrated, and transformed (e.g., a block diagram control
law in the continuous domain has to be discretized and then im-
plemented in software). Significant improvements in many aspects
(performance, cost, development time) of the development process
can therefore be achieved by: 1) relating and integrating these dif-
ferent formalisms; 2) automatic derivation of different levels of
modeling abstractions; and 3) rigorous and tailored design of the
different formalisms by capturing the domain (or meta) knowl-
edge. The emerging field of computer automated multiparadigm
modeling (CAMPaM), presented in this paper in the context of con-
trol system design, aims to develop a domain-independent formal
framework that leverages and unifies different activities in each of
these three dimensions.

Index Terms—Computer-aided control system design, control
engineering, design automation, embedded software design, meta-
modeling, model integrated computing, multiparadigm modeling,
systems engineering.

I. INTRODUCTION

CONTROL system development is an inherently multi-
disciplinary activity. Typical stages of this process are:

1) modeling of the (existing or envisioned) plant; 2) model
reduction to generate a model of appropriate complexity;
3) control algorithm design (e.g., inverse dynamics, pole
placement); 4) test of the control algorithm using the original
plant model; 5) implementation design; and 6) realization. Note
the difference between design and development: A controller
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is initially designed and then re-designed as details of the
realization/implementation are taken into account. This process
of repeatedly modifying the design is the development process.

The complexity of systems and the need for using different
engineering disciplines in the different design stages motivated
the use of the divide et impera, or divide and rule principle.
Application of this principle reduces complexity by means of:
1) abstraction to remove irrelevant detail; 2) partitioning into
subsystems and components (chunks with a complexity that can
be handled without further decomposition); and 3) hierarchy to
organize the system [1].

In this paper the controller design is decomposed in three hi-
erarchical structures: 1) functional hierarchy; 2) implementa-
tion hierarchy; and 3) the realization hierarchy. The functional
hierarchy describes what the system is supposed to do and so
captures system behavior. An implementation is a means of
achieving an end and as such the implementation hierarchy de-
scribes how the intended functionality is achieved. The realiza-
tion is the actual physical system.

Because these hierarchies are closely related and even entan-
gled, an inherent characteristic of system development is the
need for incremental refinement in different but related direc-
tions. In control systems, this requires repeated modifications
of the original control algorithm as it is combined with addi-
tional implementation functionality induced by system integra-
tion and realization needs such as data validation, scaling, sam-
pling rates, and numerical accuracy.

To streamline this iteration process and facilitate analysis and
synthesis, sophisticated modeling approaches are used for each
of the aspects.

• To model the functional aspects of the control algorithm
and its supporting functionality high-level languages
are used such as block diagrams [2], statecharts [3],
communicating sequential processes (CSP) [4], Grafcet
[5], synchronous languages [6], data-flow diagrams,
control-flow diagrams, and discrete event systems speci-
fication (DEVS) [7].

• The controller implementation may be modeled using the
unified modeling language (UML) [8] and the plant im-
plementation with Modelica [9], VHSIC (very high speed
integrated circuit) hardware description language (VHDL)
[10], or bond graphs [11], [12].

• The realization may include physical models that can be,
e.g., scale models, mockups, and prototypes.

Combining these aspects and addressing the inherent hetero-
geneity poses demanding integration requirements on modeling
languages.
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The prolific use of embedded code has another important im-
plication for control system design; today, systems exist with
many interacting embedded controllers at different levels in the
system hierarchy. As a consequence, verification and validation1

(V&V) of the control system has to account for a number of
complicating aspects: 1) within a level in the functional hier-
archy, the parts of the controller are analyzed not only individ-
ually but also in combination; 2) between levels in the func-
tional hierarchy, the V&V process mixes subsystems at different
levels; and 3) across phases in the development cycle, the effects
of selected implementation technologies and design approaches
are taken into account.

This paper aims to introduce these “systems concerns” in con-
troller design. It presents the phases of the design process using
a power window controller as an example and shows that much
of the effort in controller design must be devoted to the function-
ally correct realization of the control algorithms. Given the mul-
titude of formalisms used in the functional design in describing
the implementation of the control algorithms and in representing
the heterogeneous platforms realizing the controller, a compre-
hensive method is required to integrate these representations.

Specifically, customized (maximally constrained) domain-
specific formalisms and their supporting development environ-
ments should be easy to design and adapt. Models in different
formalisms that capture different levels of detail and that view
different aspects of the system, need to be managed. Translation
between them is necessary to allow: comprehensive analyses,
presenting results in different domain-specific views, synthesis
of heterogeneous models, and automated changes in model
abstraction. And, finally, vendor supplied models and different
“best-of-class” tools have to be coupled.

Computer automated multiparadigm modeling (CAMPaM)
tries to achieve this feat by leveraging and combining theory
and methodology in three orthogonal dimensions: 1) support for
multiple formalisms; 2) support for different levels of abstrac-
tion; and 3) support for generating tailored formalisms from a
model of the modeling formalisms, i.e., a meta-model. Though
the actual design process is domain specific, it is possible to
construct such a domain independent formal framework. For the
particular task of control system development, this framework
then includes theory, tools, and methods for addressing the is-
sues of optimal controller design across and between levels of
functionality, implementation, and realization.

This paper presents an overview of some of the issues in-
volved in the design and development of complex systems and
how CAMPaM can be applied. Section II presents an example
system, an electronic window in automobiles, to relate the con-
cepts and notions. Section III generalizes the concepts exem-
plified by the power window system. This introduces the im-
portance of modeling and Section IV gives an overview of its
uses. Section V then distills the requirements for a comprehen-
sive model-based approach to system design and presents the
field of CAMPaM and how it addresses the issues put forward
in the previous section. Finally, in Section VI conclusions of this
overview are drawn.

1In this paper, verify is interpreted as checking domain laws and validate as
checking correctness of execution against the requirements. Verification then
checks whether a model was built correctly, while validation checks whether
the correct model was built.

Fig. 1. Power window mechanics.

II. POWER WINDOW CONTROL SYSTEM

Controller design is inherently a “systems problem.” This
means that the design process includes issues that arise from
partitioning large-scale systems and realizing them with phys-
ical components having a variety of nonfunctional attributes
such as power consumption, fault behavior, and dimensions.

A. Partitioning to Manage Complexity

Consider a power window control system as used in automo-
biles to open and close the windows. The windows are moved
by motors that are controlled by up and down commands gener-
ated by the driver and the passengers pressing switches. These
switches are typically located elsewhere in the vehicle and con-
nect to the window control module via a controller area net-
work (CAN) [13]-based communication bus. To efficiently de-
sign the window control mechanism, it can be partitioned into
four subsystems: 1) the embedded controller; 2) signal condi-
tioning hardware; 3) the electrical actuator; and 4) the lift mech-
anism.

The electrical actuator is typically a motor of the dc type, and
is not decomposed any further in the controller design process,
i.e., it is considered a primitive component. Similarly, the lift
mechanism, shown in Fig. 1, at this level is typically consid-
ered as a primitive component by the control design engineer.
An essential part of the system requirements is the ability to ac-
commodate an obstacle between the window and its frame.

In contrast to the dc motor and lift mechanism, the embedded
controller subsystem is a compound object. It consists of a hard-
ware part and software part that are separate but closely related.

The power window control system is part of a larger CAN bus
connected automobile electronics system that also controls, e.g.,
the opening and closing of a sun roof and moving the headlights
up and down. So, it is a subsystem itself and interacts with the
window control switches. These, again, are subsystems that can
be decomposed into the switch hardware, signal conditioning
hardware in the form of a voltage divider to transform the battery
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TABLE I
POWER WINDOW REQUIREMENTS

Fig. 2. Discrete event model of window control.

voltage to within the 0–5 [V] input range of the analog to digital
(AD) converter and the micro-controller that communicates the
commands to the CAN bus.

B. Development Cycle

It is first stepped through the development of the power
window system and the effects of the different stages on
the functional aspect, i.e., the design of the behavior of the
controller, are pointed out.

1) Initial Specification: The requirements that are the basis
for the design are typically written down in natural language,
possibly annotated with graphics. These requirements often are
not very rigorous, and, consequently, contain inconsistencies
and ambiguities. For the power window control system, the re-
quirements pertinent to the discussion that follows are stated in
Table I.

2) Discrete Event Behavior: An initial design may focus on
the discrete event control aspects of the requirements. The stat-
echart [3] formalism is intuitive and efficient for capturing the
reactive behavior. Fig. 2 shows a statechart in Stateflow® [14]
that captures the transitions between neutral, up, and down; the
precedence of driver commands over the passenger commands;
the automatic and manual up and down modes; and the pri-
ority of an emergency state over the safe state. This is achieved
by a hierarchical structuring of state transition diagrams. At
the top level, function, there is an emergencyDown state and a

Fig. 3. Hybrid model of window control.

safe state. The safe state is decomposed into a driverNeutral
state, a driverUp state, and a driverDown state. The latter two
are decomposed in three other states each, that implement the
auto-up and auto-down behavior. A similar structure is found
for the passengerUp and passengerDown states that are part of
the driverNeutral state, i.e., when the driver does not issue a
command, the passenger may assume control. The driver and
passenger commands are coded as arrays with entry 1 repre-
senting the neutral command (i.e., no control signal is issued),
entry 2 the window up command, and entry 3 the window down
command. The endstop and obstacle events correspond to the
window reaching the top or bottom of the frame and the window
reaching an obstacle, respectively.

When an event occurs that deactivates a state that is de-
composed into child states, this state is departed irrespective
of the active child state. When a state with child states is
entered without explicitly modeling which of the child states is
activated, the one with the initial transition (depicted by a solid
circle connected to an arrow) is activated. The mathematical
model of these hierarchical state transition diagrams is the
finite state machine formalism (see, e.g., [15]) extended by
hierarchy and parallellism.

3) Temporal Behavior: Once the discrete event control
has been designed and validated against the respective re-
quirements, the temporal requirements have to be analyzed.
The controller is realized by means of a microprocessor that
runs at a 10 [ms] sampling rate. Since the discrete event
controller is connected to a plant (the lift mechanism), which is
modeled as continuous dynamics, the controller and the plant
constitute a hybrid dynamic system [16]–[19]. The Simulink®

[2] model of the hybrid dynamic system is shown in Fig. 3.
This is a block diagram typically used in control engineering
which on a semantic level executes as a set of differential
equations. The block indicates continuous integration,
showing that the plant is modeled as a second order system of
differential equations. The triangular shaped blocks represent
multiplications with a constant (50 for the gain block and
10 for the friction block). Other blocks are constant sources
(square with a numeric value), inequality relations (square with
the operator), a block to select the maximum of two inputs
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Fig. 4. System integration requires interface functionality.

(square with max), a switch block to select one of two inputs
(the up signal conversion and down signal conversion blocks),
a table to map two inputs onto an array with three elements
(the driver neutral, up, down map, and the passenger neutral,
up, down map blocks), a multiplexing block that takes two
inputs and moves them into a two dimensional signal (thick
solid vertical bar), and, finally, the statechart control as shown
in Fig. 2 (the block named control). The controller is triggered
by a pulse with 10 [ms] period. In this setup, the endstop and
obstacle events are generated from the plant model based on
the frame top (40 [cm]) and bottom (0 [cm]) and the position
of the obstacle (30 [cm]).

The safety requirement is that the window has to be rolled
down 10 [cm] when an obstacle is detected. Given that the con-
troller runs at a 10 [ms] sampling rate, simulation shows that the
window is rolled down 10 [cm] by a timed transition from the
emergencyDown state that is activated after 1 [s], or 100 clock
ticks of 10 [ms], thus satisfying the requirement.

4) Effects of System Integration on the Functional De-
sign: When integrating the discrete event controller with the
rest of the power window control system, additional considera-
tions are required to ensure that the actual driver and passenger
commands are consistent with the assumptions on which the
state model was based. For example, if for whatever reason the
CAN bus communicates both up and down commands from,
e.g., the driver, only one may be executed. This may cause an
anomalous situation to arise that needs to be prevented. So,
additional functionality is required to make sure that only one of
the three possible commands (up, down, neutral) is issued by the
driver and the passenger. This adds control logic to the controller
that will default to the down command in such a situation.

Fig. 4 shows how the original discrete event controller is
embedded in the extended functionality. The detect obstacle
endstop data analysis process infers the presence of an obstacle
or whether the top or bottom of the window frame is reached. In
this design stage, this may be based on a position thresholding
scheme, i.e., if the window position reaches 40 [cm], it is at the
top of the frame, the bottom is at 0 [cm] and the object can be
positioned anywhere in between.

In addition, the original control is extended by a parallel state-
chart with the actuation control functionality, as shown in Fig. 5.
For example, when the state transition diagram in Fig. 2 is in ei-
ther the driverUp or passengerUp state, the state transition dia-
gram in Fig. 5 moves into the moveUp state. This state transition

Fig. 5. Additional actuation functionality.

Fig. 6. Power effects in the mechanical domain.

diagram has two purposes: First, it translates the system state
into an output command (moveUp and moveDown) and second
it ensures that after a given time-out (here 1000 ticks, or 10 [s])
the system resets to its neutral state, e.g., when the detection of
the frame top or bottom fails and the dc motor is not turned off
appropriately.

5) Refinements of the Implementation: After a first integra-
tion pass, a more detailed plant model can be designed by the
plant design engineers and coupled to the control subsystem.
High level modeling languages such as bond graphs [11], Mod-
elica [9], The MathWorks blocksets [20], [21], VHDL-AMS
[22], and Adams [23] allow intuitive and quick modeling of the
electrical circuitry and the window mechanism. Fig. 6 shows
a multibody model of the window mechanism using the Sim-
Mechanics. The difference between the angular velocity, , as
generated by the dc motor and the angular velocity of the worm
gear generates a torque modeled by the torsional damper con-
stant, . This torque rotates the worm of the worm gear that
causes the main gear that models the main rod of the lift mech-
anism to rotate. The two parts of the worm gear are kept in place
by the door body that may rotate around the vertical axis mod-
eled by a revolute joint. The main gear connects to the window
body through a sliding and rotating joint, rotate & slide. The
window itself may move up and down with respect to ground by
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Fig. 7. Power window control system simulation.

means of a prismatic joint. Kinetic and dynamic variables are
obtained by “measurement” and “actuation” blocks. The model
includes viscous friction as a function of the window position.
This friction is very much vehicle dependent and changes over
time. Note that this model, though it applies a formalism dif-
ferent from the block diagrams shown earlier, also executes as
a system of differential equations.

The mapping onto an implementation architecture reveals
that the obstacle and endstop detection logic of the controller
subsystem has to be modified to use the armature current as
drawn by the dc motor that moves the window, instead of the
window position (simply because the latter is not a measured
quantity in the actual system). This affects the control algorithm
profoundly, since the control logic that detects an obstacle and
the endstops cannot be position based.

Simulation of the combined discrete event control and the
continuous plant behavior is the basis for devising a control al-
gorithm that obeys the 100 [N] force limit. Here, a straightfor-
ward thresholding scheme is applied, where the current thresh-
olds are synthesized from simulation.2

Fig. 7(a) shows the window position over a 4 [s] timespan
when the driver initially commands it to move up. At 30 [cm]
an obstacle is detected because the armature current, shown in
Fig. 7(b), exceeds the 1.7 [A] threshold. Fig. 7(c) shows how
little margin is available in terms of current deviation for dif-
ferentiating between the normal operation and 100 [N] force
limit [shown in Fig. 7(d)]. Upon detection of the obstacle, the
window is automatically lowered by 10 [cm]. The negative force
to reverse window movement does exceed 100 [N] in magni-
tude but since this force is negative, it does not violate the force
requirement.

The necessity to use the armature current measurement
complicates the control algorithm design. Simulation studies

2In the spirit of this paper, the complexity does not originate from the control
algorithm so much, rather it is brought about by the increasingly detailed func-
tionality of the plant as well as the controller implementation. It should be clear
that the model-based approach does lend itself perfectly to handle these effects
for much more complex control algorithms as well.

Fig. 8. Data acquisition effects in the power domain.

Fig. 9. Fixed-point data acquisition computations.

showed that the magnitude of the current transients when
starting to move the window (or reversing its direction) tend
to be of the order of 10 [A]. This is much higher than the
maximum current allowed to prevent a force of more than 100
[N] on an obstacle, which is of the magnitude of 1.7 [A]. An
extensive and sophisticated control algorithm that robustly
satisfies the requirements can be designed given the available
models (e.g., a learning feedforward neural net approach may
be applied [24]). However, it would be beyond the scope of this
paper to discuss this in detail. Here it suffices to implement a
statechart-based control module to delay the 1.7 [A] threshold
detection till the current transients have died out. Simulation
shows this to be the case 1 [s] after the moveUp command has
been issued which corresponds to 100 clock ticks in this state-
chart control module. The shortcoming of this implementation
is that an obstacle cannot be detected within one second after
initiating the up command. Note that the moveUp command has
to be included as an additional input to the detection module,
while a more sophisticated control algorithm would affect the
core algorithm more profoundly.

6) Data Acquisition Functionality: Further implementation
aspects are included by modeling the effects of AD conversion
(time discretization, conversion delay, amplitude quantization)
and signal conditioning. For example, to measure the armature
current, a small resistance is included in the voltage source line
across which the voltage is measured. In general, to increase the
measurement range, a shunt resistor may have to be included.
Based on the resistance values, the current can be computed.
The controller design repeatedly goes through such phases of
extensive testing and validation against the requirements, which
may lead to additional refinements and modifications.

In addition to making the plant model more realistic, the con-
troller model is brought closer to an implementation in much
the same way. To improve the computation performance of the
implementation, typically fixed-point computations are applied.
This means that for the power window, several floating-point
operations need to be transformed to fixed-point. Furthermore,
the AD signal has to be scaled to correctly compute the armature
current and its absolute value is used in the control (see Fig. 9).

The implementation decisions again affect the control algo-
rithm performance. In this particular case, when transforming
the floating-point computations to fixed-point, it was deter-
mined that 8 bits would not provide sufficient resolution given
the range of the armature current (approximately [A]) to
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Fig. 10. Control design across levels in the design hierarchy.

be able to implement a control sufficiently sensitive to obey the
100 [N] force constraint. Instead, a 16 bit implementation had
to be chosen.

7) Summary: Once all implementation effects that may af-
fect the satisfaction of the requirements are accounted for, the
controller code can be automatically generated from the con-
troller model. This results in a faithful representation of the
modeled behavior. Sophisticated compiler technology generates
controller code more efficiently than its manually coded coun-
terpart. This code itself can even be more efficient if linear time
(or at least quadratic) synthesis algorithms exist because their
systematic optimization of the code scales well.

In general, a control system contains many such control al-
gorithms that are functionally connected. As discussed, there
is control for data validation, actuation time out, and delayed
obstacle detection. In addition, the power window system may
use pulse width modulation (PWM) to control the angular ve-
locity of the dc motor, the setpoint of which is then generated by
the discrete event control of the power window module, but also
there is a control module that takes the switch voltages and trans-
lates these into up, down, and neutral commands. Furthermore,
other distributed controllers that use the CAN communication
bus may affect the performance of the window control system.
To coherently analyze such systems and rule out inconsisten-
cies in the combined behavior requires not only combining the
different models and formalisms used, but also abstracting to a
level of detail that is amenable to analysis. CAMPaM aims at
providing tools and methods to support such a coherent control
system analysis.

III. CONTROL SYSTEM DEVELOPMENT PROCESS

The development process as sketched for the power window
control exemplifies the general process of control system de-
velopment, typically structured along two dimensions: 1) the
system functionality is considered at increasing levels of detail
and 2) at each level in the hierarchy, the system description is
partitioned into subsystems [1].

Graphically, this can be depicted by a triangle where the
system requirements are given at the top and these are refined
through several levels of specification (see Fig. 10). It is im-
portant to note that the triangular representation includes actual
extensions of functionality by nonessential and implementation
parts. So, the design process is not simply a refinement hierarchy
in the sense that it merely refines and presents more detail

Fig. 11. Levels in the functional hierarchy.

of the higher level processes. In terms of the power window
control system, the data validation functionality, data acquisition
functionality (e.g., filtering and scaling), but also the fixed-point
functionality (quantization and overflow) are added as nonessen-
tial and implementation artifacts, while the functional behavior
is detailed by specifying how exactly the obstacle detection
takes place (in this case by current thresholding).

In contrast to the traditional waterfall approach, system de-
velopment does not progress monotonically toward increasing
levels of detail, e.g., [25]. Instead, an inherent characteristic of
the structure of the development process as shown in Fig. 10 is
the need for iterations as more functional detail becomes known.
These iterations make the overall design cost difficult to contain.
Especially iterations that span several design levels can become
expensive. For the power window, the initial endstop detection
design based on the availability of the window position had to
be revised because of cost saving reasons that only allow the dc
motor armature current to be measured.

These design hierarchies exist both for the system function-
ality and implementation. In Figs. 11 and 12, parts of the func-
tionality and implementation hierarchies of the power window
system are illustrated, respectively. In Fig. 11 a structured anal-
ysis (SA) method [26], [27] is used to functionally capture the
operation of the plant with sensors and actuators included. At
the first level in Fig. 11(a), it is captured how a command from
the controller has to be transformed into a control signal for the
actuator that bridges the electrical and mechanical domain to
lift the window. One level down, in Fig. 11(b) the functionality
to generate the control of the actuator is captured as a process
that makes the controller command analog, amplifies it, and then
delivers it to the actuator, while monitoring the requested cur-
rent by means of a voltage drop. The functionality to generate a
voltage that relates to the current drawn is shown in Fig. 11(c).
It first smoothes the signal and then makes it low impedance so
it can be connected to the analog to digital conversion.
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(a)

(b)

(c)

Fig. 12. Levels in the implementation hierarchy. (a) Plant. (b) Electronics.
(c) Condition.

Fig. 13. The V process of system development.

In Fig. 12 part of the implementation hierarchy is shown.
Fig. 12(a) shows electronics is used to drive a dc motor that
powers the lift mechanism to move the window up and down.
The electronics part of this is detailed in Fig. 12(b) which shows
that the up and down commands are amplified by an H-bridge,
the output of which is conditioned and sent to an AD converter.
The signal conditioning is shown at the next level, Fig. 12(c). It
smoothes the signal with a low-pass filter and decouples it by
means of an operational amplifier so it is of low impedance and
can be used as input to an AD converter.

Note that the AD conversion that is functionally part of
the measurement process in the implementation resides on a
phyCORE printed circuit board [28] that is populated with
the MPC555 controller. Also note that the functionality in
Fig. 11(b) is represented by a Simulink model in Fig. 8 that can
be executed to quickly test the specifications.

The progress from system design to realization can be por-
trayed as a V-type activity [29] (see Fig. 13). Going down along
the left branch, the system is specified at increasing levels of de-
tail, both functionally as well as in terms of its implementation.

Moving up along the other branch, the realization is created as it
starts at the component level and proceeds to integrate increas-
ingly comprehensive subsystems.

The system integration may again reveal discrepancies be-
tween (subsystem) requirements and realization, which may re-
sult in even more costly iterations between the branches of the
V. For the power window control design, such an iteration would
result from the fixed-point implementation if hardware testing
was chosen over a model-based approach since an eight-bit pro-
cessor would have to be programmed and connected to find
out that it does not provide sufficient resolution to adhere to
the 100 [N] maximum force. To avoid these iterations as much
as possible, sufficiently detailed implementation models are de-
sired that support rapid prototyping, hardware-in-the-loop sim-
ulation, software-in-the-loop simulation, and code deployment
to allow early validation of subsystem design.

IV. MODELING AS A KEY ELEMENT OF CONTROL

SYSTEM TECHNOLOGY

The richness of the control tasks in large systems implies the
need for richness and expressiveness in modeling technology.
In fact, modeling is an inseparable part of control technology.
This section reviews the requirements for modeling technology
introduced by the systems approach to controller design.

A. Modeling as Part of Control Technology

Because an increasing number of realization effects can be
captured in implementation models nowadays, the required it-
erations between the functional, implementation and realization
hierarchies are significantly reduced.

The use of high-level modeling languages simplifies (in sim-
pler domains even removes) the hard task for control engineers
to produce dynamic models in terms of differential equations or
state diagrams. Software engineers, however, use different for-
malisms and notions than control design engineers. These dif-
ferences have to be reconciled at a systems level which allows a
more systematic approach to modeling that is less error prone
and applicable without the need to “manually” translate do-
main-specific representations to more abstract mathematical no-
tations of difference or differential equations or finite automata
(e.g., a schematic of an electronics circuit such as in SPICE [30]
or a multibody topology in SimMechanics [20]).

Over time, many different formalisms have been developed
that address problems in specific fields. To support controller
design, it is crucial to develop modeling languages for both the
controller and the plant that are closely related to the appli-
cation domain. This allows the design to use precise models
and in return yields high-quality control. In addition, if pos-
sible, the formalism should be designed such that it facilitates
computer aided analysis and synthesis. For example, Petri net
models allow for static deadlock analysis [31], [32] and state-
chart models can be coupled with verification tools.

Models of the same subsystem or component may be
completely different, depending on the aspect of interest. For
example, fault detection and isolation may only be interested
in approximate propagation times of failures [33], whereas
hardware-in-the-loop simulation would require real-time
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numerical data generation (e.g., [34]). Yet links exist between
the different models, and control design at a system level needs
to account for these different views and levels of abstraction.
The varying levels of detail and different perspectives that
are modeled with these languages need to be related as well
and the consistency among the modeling aspects needs to be
automatically maintained.

B. Model-Based Design Technology

Model-based design technologies in controller design use
models as the primary interface for moving design toward
realization. While modeling itself is evidently the most impor-
tant area in model-based design, three important model-based
technologies are: 1) code generation; 2) simulation; and 3)
test-vector generation.

Model-based code generation allows the high-level modeling
of control laws and computation platforms and transforms them
into embedded code via a form of model transformation. It is an
enabling technology for safe, dynamic system reconfiguration
as changes to the embedded code are made at the model level by
a reconfiguration controller and not at the software level, which
is much more error prone. Because of their more intuitive and
comprehensive nature, high-level modeling languages allow the
human designer to work with much more complex problems
that what was previously possible. In addition, if control code
can be automatically generated, rapid control prototyping [35]
is facilitated to quickly study the behavior of the core control
algorithm when embedded in a realistic environment [36].

Numerical simulation is still the only analysis technology
capable of handling the complexity that arises from modern
modeling approaches, mainly because verification techniques
do not yet scale up to this level of detail (particularly with
mixed continuous and discrete time behaviors [17]–[19]). It is
an important enabler for controller design and can be the basis
for using sophisticated search techniques to obtain robustness
against parameter variations in multiple objective parameter
synthesis (MOPS) [37] where parameter is to be interpreted in
a broad sense, e.g., the control algorithm structure.

Even though certified compilers may cover a large part of the
system validation effort and move it to earlier stages, system
testing will always be required, especially for safety critical sys-
tems. Using model-based approaches, test vector generation can
be automated to a large extent [14].

C. Additional Challenges

Considering the system as a whole, or at least comprehensive
parts of it, in controller design results in additional challenges
and opportunities. Two areas are discussed here: 1) reconfig-
urable control and 2) interlevel optimization.

1) Reconfigurable Controllers: The use of embedded con-
trollers facilitates radical changes of the control algorithms on
the fly. New, flexible hardware architectures even allow hard-
ware reconfiguration during operation [38]–[40]. These new op-
portunites are all based on the extended use of modeling in the
design process. Not only the plant and controller dynamics are
modeled, but their modalities, the related configurations, the uti-

lized resources, the architecture of the resources, and all of their
interdependencies.

2) Interlevel Optimization in Control Design: When consid-
ering control at a systems level, it becomes critical to analyze
and verify the correctness of the low-level control loops scat-
tered throughout the system in combination with and across
component and subsystem boundaries. A system-level control
design perspective takes these level crossing effects into account
and avoids overdesign by considering the coupled systems in
combination with one another.

Note that, though modularization inherently leads to some de-
gree of overdesign and performance degradation, partitioning
into subsystems and components with well-defined interfaces is
an indispensible means in system design to structure the process
and support modification and exchange of subsystems, espe-
cially in the initial design stages.

Another interesting example for level crossing design is syn-
thesis of controllers under constraints introduced by the effects
of realization resources [41].

V. COMPUTER AUTOMATED MULTIPARADIGM MODELING

The general discussion in Section IV indicates the need for a
model-based framework to manage the complexity of the con-
trol system development. A set of requirements for this frame-
work is distilled first, after which it is discussed how CAMPaM
addresses these.

A. Requirements

The extended interpretation and use of modeling leads to the
following requirements in modeling technology.

1) Use of different, domain-specific modeling languages
(computer aided design data, dynamics models, imple-
mentation technology model) needs to be coupled and
related (including legacy models).

2) Translation between modeling formalisms is necessary to
perform comprehensive analyses, to present results in dif-
ferent domain-specific views, and for synthesis of hetero-
geneous models.

3) Models provided by (at least) first tier vendors have to
be connected to each other and to the in-house designed
models, at least to the point where they function in a
cosimulation setup.

4) Automated changes in model abstraction must be sup-
ported. This refers to model reduction (e.g., [42]) as much
as augmentation (e.g., [43]) and also includes controller
order reduction.

5) Customized domain-specific formalisms and their sup-
porting development environments should be designed
and adapted with little effort to support the evolutionary
process of formalism changes.

6) Domain-specific constraints (e.g., the fan-out of digital
logic) need to be included as inherent to the formalism.

7) Tools that are best-of-class with respect to specific
analyses in the control design process have to be inte-
grated so that they can operate on the same models.

8) Models that capture different levels of detail and view dif-
ferent aspects of the same subsystem need to be managed.
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B. Three Dimensions of CAMPaM

The emerging field of CAMPaM aims to develop a formal
framework that leverages and unifies different activities in
each of the following three dimensions: 1) support for multiple
formalisms; 2) support for multiple levels of abstraction; and
3) meta modeling [44]. In this sense, a modeling paradigm
consists of a set of formalisms, several levels of abstraction
addressed by the different formalisms, domain constraints, and
formal interrelationships between the formalisms, abstractions,
and constraints.

1) Support for Multiple Formalisms: A domain-specific
modeling language is a five-tuple of concrete syntax ,
abstract syntax , semantic domain and semantic and
syntactic mappings (MS and MC, respectively) [45]:

. The concrete syntax defines the specific
(textual or graphical) notation used to express models, which
may be graphical, textual, or mixed. The abstract syntax
defines the concepts, relationships, and integrity constraints
available in the language. Thus, the abstract syntax determines
all the (syntactically) correct “sentences” (in this case: models)
that can be built.3 The semantic domain is usually defined by
means of some mathematical formalism in terms of which the
meaning of the models is explained. The mapping
assigns syntactic constructs (graphical, textual, or both) to the
elements of the abstract syntax. The semantic
mapping relates syntactic concepts to those of the semantic
domain.

A domain-specific formalism is effective, because it de-
scribes the domain models most precisely and most intuitively.
Requirements 1 and 2 are concerned with the combining and
relating of formalisms, which can be implemented at three
distinct levels.

• The most basic level is the numerical level. Here, models
in different formalisms are combined by producing data
for each of them in a unified representation, i.e., an exe-
cution trace.

• One level up, data structures may be exchanged between
formalisms. This requires each of the formalisms to pro-
duce and consume data in a commonly understood format.
This approach is taken, e.g., by Ptolemy [46], where data
tokens are exchanged that can have a complex structure.

• At the highest level, models in one formalism can be trans-
lated into a representation using another formalism. For
example, causally augmented bond graphs can be trans-
formed into ordinary differential equations [11] and trans-
lations between different DEVS dialects [47] may be per-
formed under closedness conditions.

As translations between the different formalisms become
available, a formalism transformation graph canbe designed with
a partial ordering much like a type lattice in software [48]. This
graph allows decisions about which translation path to take to
combine different formalisms. Domains where this activity takes
place are, e.g., in cosimulation, modeling and simulation tools (to
arrive at the common differential equations executable format),
and multi-agent applications. This addresses Requirement 3.

3It is important to note that the abstract syntax includes semantic elements
as well. The integrity constraints, which define well-formedness rules for the
models, are frequently called “static semantics.”

2) Different Levels of Abstraction: Orthogonal to the
multiformalism dimension is the level of detail of the model.
A model is designed to solve a particular problem and as
such, there is not one unique model. Different levels of control
design in the system hierarchy require models with a different
degree of complexity (e.g., [42]). Requirement 4 is addressed
by formal methods for abstraction and refinement, e.g., using
quotient spaces to produce bisimulations of control systems at
different levels of detail [49]. Especially in discrete systems,
abstraction, and refinement are key factors for success [50].
Further approaches, e.g., power-based [51], are investigated.

Along with model reduction, model augmentation is impor-
tant as well [52]. There has been work done in automatically
finding the desired level of detail of (bond graph) models that
are composed into a larger system of which behavior with a pre-
scribed bandwidth is to be investigated [43].

3) Meta-Modeling: The quick generation and evolution
of modeling environments (Requirement 5) demands that the
modeling formalisms are modeled as well. Formal models of
domain-specific formalisms (called meta-models) enable the
construction of meta-programmable tool environments that can
be turned into a domain-specific environment by means of the
meta-models [53], [54].

The specification of the abstract syntax of domain-specific
modeling languages requires a meta-language that can express
concepts, relationships, and integrity constraints. In model-inte-
grated computing (MIC) [45], UML [8] class diagrams and the
object constraint language (OCL) are used as meta-language.
The semantic domain and semantic mapping defines the se-
mantics of a modeling language. The role of semantics is to
describe the meaning of models in precise, usually mathemat-
ical terms. Naturally, models might have different interesting
properties, therefore, a modeling language might have a mul-
titude of semantic mappings associated with it. For example,
structural and behavioral semantics are frequently used inter-
pretations of modeling languages. The structural semantics of
a modeling language describes the meaning of the models in
terms of the composition of possible model instances: structural
semantics is frequently called instance semantics. Accordingly,
the semantic domain for structural semantics is defined by some
form of set-relational mathematics. The behavioral semantics
describes the evolution of the state of the modeled artifact along
some time model. Hence, behavioral semantics is formally mod-
eled by mathematical structures representing some form of dy-
namics, such as hybrid dynamic systems [16]–[19].

There are two frequently used methods for specifying se-
mantics: 1) the meta-modeling approach and 2) the transla-
tional approach. In the meta-modeling approach, the semantics
is defined by a meta-language that already has a well-defined
semantics. For example, the UML/OCL meta-language that can
be used for defining the abstract syntax of a modeling language
has a structural semantics: it describes the possible component
structure of valid, syntactically correct domain models. The se-
mantics of this meta-language can be represented by means of
a formal language, which enables the precise definition of sets
and relations on sets. By providing the formal semantics for
UML class diagrams and OCL, say, in [55], the meta-model
of domain-specific languages specifies not only their abstract
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syntax, but their structural semantics as well, which addresses
Requirement 6.

The translational approach specifies semantics via specifying
the mapping between a modeling language and another mod-
eling language with well-defined semantics.

The recent UML effort relies heavily on (so-called ‘loose’
[56]) meta-models. Other work applies these notions to
software architectures [57]. More specific control system
technological efforts are the generic modeling environment
(GME) [58] and the domain modeling environment (DoME)
[53], projects to quickly instantiate formalisms and even entire
(real-time capable) tools [59], [60]. In control systems design,
meta-models can be used to express and validate domain
constraints (e.g., conservation of energy or deadlock freeness).
This allows the use of formal methods to be applied to a much
smaller model (the meta-model) instead of an entire component
model, subsystem model, or even a complete system model,
thereby avoiding tractability pitfalls. The verified meta-charac-
teristics help restrict the design space and add to the validity of
the models based on the particular formalism.

Using meta-modeling for formalism and tool design has sev-
eral benefits. Besides the support for quickly instantiating tools
and formalisms, it allows to conveniently migrate the formalism
or tool along with the user requirements. In addition, an explicit
meta-model of formalisms makes it easier to synthesize these
together.

C. The Cross-Product Space

Developments in each of the branches of the V in Fig. 13 are
important in the overall structure of multiparadigm modeling.
One of the interesting problems is to transcend the application
domains and to find independent frameworks to support each of
the individual branches. In addition, there is a lot to be gained
from leveraging the individual results by combining them across
the multiparadigm modeling dimensions.

The case data interchange format (CDIF) [61], for example,
uses meta models of data formats to facilitate data exchange be-
tween formalisms. The meta data allows tools to import data that
is not understood in all its facets, but of which it has some knowl-
edge at a meta level, which satisfies Requirement 7. At present,
graph transformations are one of the most important technolo-
gies to translate between formalisms and the production rules for
the translation are typically specified at the meta level [62].

Another important application that addresses Requirement 8
by cutting across all three dimensions is the combined use of for-
malisms in system modeling. This comes in four incarnations:
1) multiple views allow embedding different aspects of a model;
2) combining different formalisms to interact with each other;
3) heterogeneous refinement where more detail of a process is
represented in a different formalism; and 4) layering of system
models through different levels of the implementation process
[63]. This is the most comprehensive use of computer automated
multiparadigm modeling and applies very much to the control
design at a system level.

Tools, techniques, methods, and applications of these multi-
paradigm modeling notions in the field of control system tech-
nology are the topic of this special issue that contains state of
the art presentations. Details on the theory and methodology can
be found elsewhere [44].

VI. CONCLUSION

The design of large control systems centers around the “core
control algorithms.” These are control algorithms as designed
from the initial specifications and may range from being of a
discrete event reactive nature to nonlinear model predictive con-
trol (e.g., [64], [65]).

In general, the bulk of the engineering effort in control system
design deals with taking the core algorithm to a realization. This
is especially true for embedded control systems because of the
effects of embedded technologies on implementation and per-
formance (think of fixed-point resolution, scheduling effects,
analog-to-digital conversion delays, etc.). The difficulties are
further exacerbated by the increasing use of heterogeneous im-
plementation platforms (using digital signal processors, appli-
cation specific integrated circuits, field programmable gate ar-
rays, etc.).

To provide automated support for control system design, the
implementation effects have to be modeled in much detail. This
requires high-level modeling languages with well-defined for-
malisms (both semantics and syntax) for the functional, imple-
mentation, and realization aspects of the design process.

In addition, safety and performance requirements mandate
analysis of the interaction of the different core control algo-
rithms and their embedding data analysis functionality at var-
ious levels of detail. This necessitates a comprehensive analysis
of behavior that involves various subsystems simultaneously.
These subsystems may be at different levels of detail and even in
different stages of the design process, i.e., subsystems in their
implementation phase may be mixed with those in their early
functional specification stages.

To facilitate this need, modeling formalisms tailored to
a particular domain need to be quickly designed and easily
evolved as the needs of the design engineers change. These
formalisms should include domain-specific constraints to make
the designed models inherently better. Models in different
formalisms need to be coupled and related. This can occur at
the model level, data level, and numerical level (cosimulation)
and allows the use of tools with analysis capabilities best
suited to the problem at hand. In addition, models have to be
translated between different formalisms and different levels of
abstraction, and the use of different views on different aspects
of the system needs to be supported.

These requirements span three dimensions: 1) support for
multiformalism modeling; 2) translation between different
levels of abstraction; and 3) meta-modeling, i.e., modeling
the modeling formalism. Computer automated multiparadigm
modeling strives for further results in each of these dimensions
in order to make them domain independent and leverage their
individual merits in the cross product space.
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