Next generation modeling of microbial souring – Parameterization through genomic information
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Abstract
Biogenesis of hydrogen sulfide (H2S) (microbial souring) has detrimental impacts on oil production operations and can cause health and safety problems. Understanding the processes that control the rates and patterns of sulfate reduction is crucial in developing a predictive understanding of reservoir souring and associated mitigation processes. This work demonstrates an approach to utilize genomic information to constrain the biological parameters needed for modeling souring, providing a pathway for using microbial data derived from oil reservoir studies. Minimum generation times were calculated based on codon usage bias and optimal growth temperatures based on the frequency of amino acids. We show how these derived parameters can be used in a simplified multiphase reactive transport model by simulating the injection of cold (30 °C) seawater into a 70 °C reservoir, modeling the shift in sulfate reducing microorganisms (SRM) community composition, sulfate and sulfide concentrations through time and space. Finally, we explore the question of necessary model complexity by comparing results using different numbers of SRM. Simulations showed that the kinetics of a SRM community consisting of twenty-five SRM could be adequately represented by a reduced community consisting of nine SRM with parameter values derived from the mean and standard deviations of the original SRM.

1. Introduction
Microorganisms play key roles in the life cycle of oil and gas formation, production, and bioremediation (Head et al., 2003, 2014; Yousef et al., 2007, 2009). During secondary oil production, seawater with typical sulfate concentration of ~28 mM, is often injected into oil reservoirs to maintain reservoir pressure and sweep out oil, potentially giving sulfate reducing microorganisms (SRM) the opportunity to couple the reduction of sulfate to bisulfide (HS−) with the biodegradation of crude oil derived organics, such as volatile fatty acids (VFAs), aromatics (e.g. toluene) and aliphatic hydrocarbons. The sulfide produced by this process (also known as microbial souring) presents significant corrosion (e.g. sulfide stress corrosion cracking of carbon steel infrastructure), health and safety, and economic problems to oil producers (Fuller and Suruda, 2000; Vance and Thrasher, 2005; Semcrude, 2011). Understanding and preventing souring is therefore an ongoing priority for the industry.

Reservoir models are essential management tools used across the oil industry to understand and predict fluid flow in the subsurface during different stages of oil production. Increasingly, accurate representation of souring has become a priority (Haghshenas et al., 2012). This is not a trivial problem, as the process of water injection into an oil reservoir develops gradients in a range of important environmental characteristics, and these gradients vary in time and space as water injection continues. For example, the injection of relatively cold seawater into a hotter reservoir produces gradients in temperature, sulfate (due to high concentrations in the injected seawater), and electron donor (higher crude oil derived organics in the formation water than the injection water). All of these dynamic, intersecting gradients provide a wide range of potential ecological niches for different SRM, potentially leading to a diverse community which develops and changes through time and space as the changing environmental
conditions imposed by water flooding preferentially select for certain SRM over others as demarcated by their physiological characteristics (or traits). Most modeling studies assumed that the kinetics of the diverse SRM can be effectively represented by a single set of kinetic parameters (e.g. maximum growth rate and half saturation constant for electron acceptors and donors). Models of experiments conducted under constant environmental conditions further assume the kinetic parameter values to be constant (e.g. constant maximum growth rate under isothermal conditions) (Cheng et al., 2016). Under this scheme, ‘optimal’ values of the kinetic parameters are systematically derived from calibrations that fit observed data. While computationally simple, such representations are far from reality. Microbial communities are typically diverse and their distributions stochastic. Within natural communities, organisms thrive by maximizing their fitness relative to their environmental conditions and other competitors. Community composition is therefore an emergent property that constantly evolves as communities self-organize in response to heterogeneous environmental conditions. When each organism maximizes its own growth, they collectively maximize the rate of a given process (e.g. sulfate reduction) under the prevailing environmental condition. It is therefore important for models to sufficiently capture the microbial complexity that can potentially emerge under these fluctuating conditions. Insufficient complexity runs the risk of diminishing the predictive power of a model as conditions and gradients evolve through time, whereas too much complexity increases computational demands and may be under-constrained by available data. To investigate this problem of complexity we take advantage of two rapidly developing fields: increased sophistication in modeling microbial processes, and the greater utilization of microbial genomics providing understanding of microbial function and diversity in the environment.

Microbial models that predict the structure and activity of the microbial community on the basis of physiological and ecological traits of different microbial guilds have increasingly gained traction as approaches for further understanding the response of a microbial community to perturbation (Le Roux et al, 2016) or to better represent microbial function in more established models (Follows et al., 2007). The increasing utilization of a trait-based approach lies in the advantages of reducing the complexity of the microbial community to several different functional guilds on the basis of traits related to substrate utilization, growth, carbon use efficiency and their response to environmental factors (e.g. temperature). Parameterizing different combinations of these traits can determine an individual organism’s fundamental niche (Holt, 2009). The realized niche is then determined through competition with different modeled microbial guilds for common substrates (electron donors or acceptors). This reductionist approach can therefore discretely reproduce the functional basis of a given microbial community without the computational intractability or ecological redundancy of representing all of the individual microorganisms.

Souring, as a microbially mediated process, is inherently amenable to representation through trait-based modeling. Both traditional isolation experiments and more recent genomic data provide abundant data on the physiological mechanisms that may be used to develop and parameterize trait-based models, including, for example, the range of electron donors the SRM may use (Muyzer and Stams, 2008). An important flexibility that may be represented by trait-based modeling frameworks is the competition by different functional guilds (e.g., denitrifiers and SRM) and linked processes (e.g., SRM and sulfate-oxidizing bacteria) that can lead to estimates of net production of sulfide, rather than bulk production rates. More recent proliferation of genomic data sets provides a wealth of potential data that can be used to identify specific traits of organisms. Significant advances in the identification and annotation of complex (meta)genomic data sets (e.g., Wu et al., 2014) make the derivation and parameterization of key traits possible.

This work seeks to provide a way forward to more accurately represent oil reservoir microbial dynamics, thereby improving predictions of biogenic souring. To do this we first show how genomic information can be used to constrain the biological parameters needed for modeling souring, providing a pathway for using microbial data derived from oil reservoir studies. We then show how these derived parameters can be used in a simplified reactive transport simulation of seawater injection into a reservoir. Finally, we explore the question of necessary model complexity by comparing model results using different numbers of sulfate reducers.

2. Methods

2.1. Deriving model parameters from microbial datasets

Genomic data provides insights related to important traits that can be used to constrain the parameterization of the current generation of models. While there are multiple traits that can be derived from genomic data, optimal growth temperatures and minimum generation time have been shown to have good correlation to observational data. The generation time of individual groups within a guild is an important trait in the models, and can be estimated by examining the codon usage bias evident within highly expressed genes from individual genomes (Vieira-Silva and Rocha, 2010). Similarly, another important trait, the optimal growth temperature, is found in the preferential use of several amino acids, for which the corresponding signatures may also be discerned from the genomes (Zeldovich et al., 2007).

Minimum generation (doubling) times were predicted based on codon usage bias between all genes and in a set of highly expressed genes following the linear regression model from (Vieira-Silva and Rocha, 2010). We used ribosomal protein genes as the set of highly expressed genes. Genome sequences for twenty-five SRMs were downloaded from Genbank genomes (ftp://ftp.ncbi.nih.gov/genomes/Bacteria/) (Table 1). (Note: Only closed genomes were downloaded). Genes and their annotations were extracted from annotation files (.pff files) and genes for ribosomal proteins were identified based on the annotation fields. Using the nucleotide sequences for the two sets of genes, codon usage bias index, \( \Delta ENC \), was calculated using the following equation:

\[
\Delta ENC = ENC_{ribosomal\ protein\ genes} - ENC_{all}\ genes
\]

where \( ENC \) is the effective number of codons given \( G + C \) composition (Novembre, 2002) and inputted to the above equation. Optimal growth temperature was calculated based on the frequency of amino acids I FYCYHREL in the proteome of the organism as in (Zeldovich et al., 2007). We conducted literature searches to acquire data on optimal growth temperature and minimum generation times for SRM. Data on eleven SRM were acquired for comparison against derived minimum generation times and optimal temperatures from genomic data. The SRM belong to the genus: *Desulfatibacillum*, *Desulfococcus*, *Desulfo- sporosinus*, *Desulfovibrio*, *Desulfurarcococcus*, *Sulfurimonas*, *Thermo- desulfobacterium* and *Thermodesulfobium* (see Table 2).

Kinetics of microbial growth under substrate limitation can be described by Monod equation (see Equation (3)). An important parameter in the Monod equation is the half saturation constant, \( K_s \), which represents the affinity of the microbe for a particular substrate. Kinetic studies of dissimilatory sulfate reductions revealed a broad range of values of half saturation constants (sulfate),
3–5500 μM (Pallud and Van Cappellen, 2006; Tarpgaard et al., 2011). These kinetic studies were conducted with pure cultures, sediment slurries, or 'sediment slurry' with different experimental approaches such as progress curve experiments and initial velocity experiments. Each type of kinetic experiment is associated with approaches such as progress curve experiments and initial velocity experiments involving pure marine and freshwater SRM cultures. Particularly those that can also be found in the original set of experiments involving pure marine and freshwater SRM cultures.

<table>
<thead>
<tr>
<th>Genus</th>
<th>Species</th>
<th>Strain</th>
<th>NCBI Accession #</th>
<th>Ribosomal protein genes</th>
<th>All genes</th>
<th>Predicted Avg. Min. Generation Time (hours)</th>
<th>Optimal Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Archaeoglobus</td>
<td>fulgidus</td>
<td>DSM54306</td>
<td>NC_003217</td>
<td>61</td>
<td>2346</td>
<td>1.63</td>
<td>83</td>
</tr>
<tr>
<td>Archaeoglobus</td>
<td>profundus</td>
<td>DSM56311</td>
<td>NC_013841</td>
<td>57</td>
<td>1761</td>
<td>0.80</td>
<td>95</td>
</tr>
<tr>
<td>Archaeoglobus</td>
<td>sulfatocaldus</td>
<td>PM70</td>
<td>NC_021169</td>
<td>63</td>
<td>2153</td>
<td>1.58</td>
<td>82</td>
</tr>
<tr>
<td>Archaeoglobus</td>
<td>veneficus</td>
<td>SNP6</td>
<td>NC_015320</td>
<td>58</td>
<td>2032</td>
<td>0.94</td>
<td>85</td>
</tr>
<tr>
<td>Desulfatbaculum</td>
<td>alkenivorans</td>
<td>AK</td>
<td>NC_017678</td>
<td>55</td>
<td>5197</td>
<td>7.92</td>
<td>24</td>
</tr>
<tr>
<td>Desulfobacter</td>
<td>postgatei</td>
<td>2ac9</td>
<td>NZ_CMO01488</td>
<td>60</td>
<td>3353</td>
<td>7.41</td>
<td>28</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>propionicus</td>
<td>DSM2032</td>
<td>NC_014972</td>
<td>50</td>
<td>3228</td>
<td>2.62</td>
<td>43</td>
</tr>
<tr>
<td>Desulfococcus</td>
<td>oleovorans</td>
<td>Hxd3</td>
<td>NC_009943</td>
<td>55</td>
<td>3210</td>
<td>12.02</td>
<td>30</td>
</tr>
<tr>
<td>Desulfomicrobium</td>
<td>laculatum</td>
<td>DSM4028</td>
<td>NC_013173</td>
<td>53</td>
<td>3382</td>
<td>3.17</td>
<td>39</td>
</tr>
<tr>
<td>Desulfosporosinus</td>
<td>acidiphilus</td>
<td>SF4</td>
<td>NC_018068</td>
<td>64</td>
<td>4367</td>
<td>5.80</td>
<td>44</td>
</tr>
<tr>
<td>Desulfosporosinus</td>
<td>meridei</td>
<td>DSM13257</td>
<td>NC_018515</td>
<td>61</td>
<td>4291</td>
<td>4.41</td>
<td>50</td>
</tr>
<tr>
<td>Desulfosporosinus</td>
<td>orientis</td>
<td>DSM765</td>
<td>NC_016584</td>
<td>64</td>
<td>5177</td>
<td>5.72</td>
<td>46</td>
</tr>
<tr>
<td>Desulfotalea</td>
<td>psychrophila</td>
<td>LV54</td>
<td>NC_006138</td>
<td>51</td>
<td>3065</td>
<td>3.63</td>
<td>37</td>
</tr>
<tr>
<td>Desulfitigenum</td>
<td>phosphotidoides</td>
<td>DSM13687</td>
<td>NC_001000000000</td>
<td>57</td>
<td>4589</td>
<td>9.92</td>
<td>25</td>
</tr>
<tr>
<td>Desulfomactum</td>
<td>acetoxidans</td>
<td>DSM771</td>
<td>NC_013216</td>
<td>56</td>
<td>3989</td>
<td>5.91</td>
<td>48</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>desulfuricans</td>
<td>ATCC27774</td>
<td>NC_011883</td>
<td>55</td>
<td>2299</td>
<td>4.80</td>
<td>28</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>desulfuricans</td>
<td>ND132</td>
<td>NC_016803</td>
<td>54</td>
<td>3399</td>
<td>2.88</td>
<td>42</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>vulgaris</td>
<td>DP4</td>
<td>NC_008751</td>
<td>56</td>
<td>2885</td>
<td>2.64</td>
<td>39</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>vulgaris</td>
<td>Hildenborough</td>
<td>NC_002937</td>
<td>56</td>
<td>3322</td>
<td>2.68</td>
<td>37</td>
</tr>
<tr>
<td>Desulfobulbus</td>
<td>vulgaris</td>
<td>RCH1</td>
<td>NC_017310</td>
<td>53</td>
<td>3013</td>
<td>2.59</td>
<td>38</td>
</tr>
<tr>
<td>Desulfurococcus</td>
<td>kamchatkensis</td>
<td>1221n</td>
<td>NC_011766</td>
<td>64</td>
<td>1406</td>
<td>1.53</td>
<td>104</td>
</tr>
<tr>
<td>Thermococcus</td>
<td>litoralis</td>
<td>DSM5473</td>
<td>NC_022084</td>
<td>64</td>
<td>2452</td>
<td>0.67</td>
<td>91</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>geofontis</td>
<td>OPB45</td>
<td>NC_015682</td>
<td>56</td>
<td>1539</td>
<td>4.08</td>
<td>80</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>narugense</td>
<td>DSM14796</td>
<td>NC_015499</td>
<td>53</td>
<td>1753</td>
<td>8.18</td>
<td>51</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>yellowostonii</td>
<td>DSM11347</td>
<td>NC_011294</td>
<td>56</td>
<td>1974</td>
<td>6.18</td>
<td>63</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>yellowostonii</td>
<td>DSM11347</td>
<td>NC_011294</td>
<td>56</td>
<td>1974</td>
<td>6.18</td>
<td>63</td>
</tr>
</tbody>
</table>

Table 2: Literature generation time (GT) and optimal growth temperature for 11 SRM.

<table>
<thead>
<tr>
<th>Genome</th>
<th>Measured Generation Time (hours)</th>
<th>Measured opt. Temperature (°C)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Archaeoglobus profundus</td>
<td>DSM_56311uid43493</td>
<td>6.3</td>
<td>88</td>
</tr>
<tr>
<td>Archaeoglobus sulfatocaldus</td>
<td>PM70_1uid201033</td>
<td>2.0</td>
<td>84</td>
</tr>
<tr>
<td>Desulfatbaculum alkenivorans</td>
<td>AK_1uid58893</td>
<td>28.4</td>
<td>27</td>
</tr>
<tr>
<td>Desulfococcus oleovorans</td>
<td>Hxd3_1uid58777</td>
<td>96.0</td>
<td>22</td>
</tr>
<tr>
<td>Desulfosporosinus acidiphilus</td>
<td>SF4_1uid516759</td>
<td>14.0</td>
<td>55</td>
</tr>
<tr>
<td>Desulfobulbus desulfuricans</td>
<td>ATCC2774uid59213</td>
<td>10.2</td>
<td>30</td>
</tr>
<tr>
<td>Desulfobulbus desulfuricans</td>
<td>ND132 uid63159</td>
<td>5.0</td>
<td>35</td>
</tr>
<tr>
<td>Desulfurococcus kamchatkensis</td>
<td>1221n uid59133</td>
<td>1.5</td>
<td>85</td>
</tr>
<tr>
<td>Thermococcus litoralis</td>
<td>DSM5473</td>
<td>64</td>
<td>2452</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>geofontis</td>
<td>OPB45</td>
<td>56</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>narugense</td>
<td>DSM14796</td>
<td>53</td>
</tr>
<tr>
<td>Thermodesulfobacterium</td>
<td>yellowostonii</td>
<td>DSM11347</td>
<td>56</td>
</tr>
</tbody>
</table>

To simulate the multiphase flow and bio-chemical reactions needed for the model, we chose TMVOC-REACT (Zheng et al., 2013), a simulator that combines TMVOC (Pruess and Battistelli, 2002) and TOUGHREACT (Xu et al., 2011). TOUGHREACT is a numerical simulation program for chemically reactive nonisothermal flows of multiphase fluids in porous and fractured media. A variety of subsurface thermo-physical-chemical-biological processes are considered under a wide range of hydrological and geochemical conditions. In TMVOC-REACT, the fluid and heat flow simulator in TOUGHREACT was replaced with TMVOC, a numerical simulator for three-phase nonisothermal flow of multicomponent hydrocarbon mixtures in variably saturated heterogeneous media. In the TMVOC formulation, the multiphase system is assumed to be composed of water, noncondensable gases (NCGs), and non-aqueous phase...
Fig. 1. (a, top) Mesh used in the model and the position of wells. (b, bottom) Simulated water cut trend and water cut data from an undisclosed site in the North Sea region.
liquids (NAPL) including water-soluble volatile organic chemicals (VOCs). The number and nature of NCGs and VOCs can be specified by the user. The fluid components may partition (volatilize and/or dissolve among gaseous, aqueous, and NAPL phases). Any combination of the three phases may be present, and phases may appear and disappear in the course of a simulation. The routine GASEOS (Moridis et al., 2008) was incorporated into TMVOC_REACT for computation of multi-component gas mixture properties, including parameters and formulations for the phase partitioning of toluene and H2S in addition to CO2. The GASEOS routine incorporates several standard cubic equations of state such as Redlich-Kwong (RK), Peng-Robinson (PR), and Soave-Redlich-Kwong (SRK) (e.g., Orbey and Sandler, 1998). The partition of H2S in gas and aqueous phase is based on Duan et al. (2007) in which solubility of H2S is the function of salinity, pressure and temperature. The partition of H2S between oil and aqueous phase is a function of temperature and pressure. The model simulates a hypothetical reservoir (with characteristics based on an undisclosed North Sea fractured sandstone reservoir) with one injection well and one production well. A modeling domain of 2000 m \times 2000 m in horizontal direction was discretized into 642 elements (Fig. 1a). The vertical direction extends 90 m without discretization, corresponding to a reservoir of 90 m thick. The injection and production wells are 250 m apart and connected via a fracture zone. The area around the wells is made up of finely discretized cells as shown in Fig. 1a. A constant injection and production rate of 11 kg/s is assumed in the model in order to capture the watercut trend from an undisclosed site in the North Sea region (Fig. 1b). The fracture zone in the reservoir is coarsely represented as a single fracture, and has a porosity of 0.03 and a permeability of \(2 \times 10^{-10} \text{ m}^2\), whereas the rocks surrounding the fracture zone have a porosity of 0.13 and a permeability ranging from \(7 \times 10^{-15} \text{ m}^2\) to \(1 \times 10^{-13} \text{ m}^2\). The relative permeability for the fracture zone and surrounding rocks takes Corey’s curve (Corey, 1954):

\[
K_h = s^4 K_{ro} = (1 - s)^2 \left(1 - s^2 \right)
\]  

(2)

where \(K_h\) and \(K_{ro}\) are relative permeability for aqueous and NAPL phase, respectively, and \(s = (s_t - s_0)/(1 - s_t - s_0)\) where \(s_t\) and \(s_0\) are residual aqueous and NAPL saturation. The NAPL phase is approximating a light oil that has a density around 670 kg/m^3. H2S, toluene, n-Hexane and n-Decane are four components in the oil phase, with n-Decane being the dominant one. The initial pressure is 191 bars and temperature is 69.4 °C. Concentrations of aqueous species in the formation water (FW) and the injection water (IW) follow those in Hubbard et al. (2014). The initial concentrations of aqueous species matched that of the formation water (FW) found in sample #158 from Warren et al. (1994). This sample was taken from the Brent sandstone reservoir in the Oseberg Field of the northern province of the North Sea. The carbon source in the simulation was represented simply as toluene, at a concentration of 1% mass fraction in the formation oil (typical for light crudes from the North Sea, data based on Statoil, 2015). For the injection water (IW), we assumed an operating scenario of produced water reinjection (e.g. Haghshenas et al., 2012), where the injection water was a mixture of 75% seawater (SW) and 25% FW, i.e. IW = 0.75 SW + 0.25 FW. An additional source of nitrogen was introduced as 1.0 mmol/kg H2O (18 mg L^−1) ammonium bisulfite (NH4H2SO3), which is a common chemical used to scavenge oxygen from injection waters in order to minimize oxygen corrosion (Kelland, 2005). We have assumed that all the bisulfate is transformed to sulfate by reaction with oxygen. For simplicity, the injection water was kept constant in each simulation i.e. not adjusted to reflect temporal changes in the produced water, which are characteristic of actual operating oil fields. Detailed aqueous species concentrations in FW, SW and IW can be found in Table 3. The kinetics of the microbial population are mathematically described by the following general Monod equation:

\[
r = \frac{\mu_{\text{MAX}} f(T) \text{ Biomass} \left(\frac{[\text{Electron Donor}]}{[\text{Electron Donor}] + K_{\text{Inhibitor} \text{ Donor}}} \right)}{[\text{Electron Acceptor}] + K_{\text{Inhibitor} \text{ Acceptor}} + K_{\text{Inhibitor}}} 
\]  

(3)

where \(r\) (mol/kg H2O/sec) is the reaction rate, \(f(T)\) is a temperature function that modulates the growth rate of the SRM population (see below), \([\text{Biomass}]\) (mol/kg H2O) is the concentration of the microbial biomass catalyzing the reaction, \(\mu_{\text{MAX}}\) (sec$^-1$) is the maximum specific growth rate, \(K_h\) (mol/kg H2O) is the half saturation (affinity constant) of the electron donor/acceptor/inhibitor. Following the concepts as described by Rittman and MaCarty (2001), microbiologically mediated reactions are divided into two components: catabolic and anabolic. For each mole of electron donor/substrate utilized, a fraction, \(f_s\), is conserved by the microbial biomass for cell synthesis (anabolic) while the remaining fraction, \(f_e\), is used for energy production (catabolic). Values of \(f_s\) and \(f_e\) are determined by the types of electron donors and acceptors involved in the reaction (Rittman and MaCarty, 2001). For reduction of sulfate coupled to oxidation of toluene, \(f_e\) and \(f_s\) values are 0.93 and 0.07 respectively, resulting in

<table>
<thead>
<tr>
<th>pH</th>
<th>Formation Water (mmol/kg H2O)</th>
<th>Injection Water (mmol/kg H2O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>7.00</td>
<td>7.00</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>690.00</td>
<td>516.75</td>
</tr>
<tr>
<td>K$^+$</td>
<td>7.40</td>
<td>9.35</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>21.00</td>
<td>12.75</td>
</tr>
<tr>
<td>Mg$^{2+}$</td>
<td>5.10</td>
<td>40.28</td>
</tr>
<tr>
<td>SO$_4^{2-}$</td>
<td>0.04</td>
<td>21.00</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>660.00</td>
<td>566.25</td>
</tr>
<tr>
<td>CO$_2$(aq)</td>
<td>8.66</td>
<td>8.66</td>
</tr>
<tr>
<td>H$_2$S(aq)</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>NH$_4^+$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Br$^-$</td>
<td>1.48</td>
<td>1.12</td>
</tr>
</tbody>
</table>
the following stoichiometric equation:

\[
0.11625\text{SO}_4^{2-} + 0.0278 \text{C}_7\text{H}_8(\text{aq}) + 0.0035 \text{NH}_3(\text{aq}) + 0.0725 \text{H}_2\text{O} \rightarrow 0.0035 \text{C}_5\text{H}_7\text{O}_2\text{NSRM} + 0.1765 \text{HCO}_3^- + 0.11625 \text{HS}^- + 0.06025 \text{H}^+ \tag{4}
\]

A stoichiometric formula of \(\text{C}_5\text{H}_7\text{O}_2\text{N}\) is used to represent cell biomass of the SRM in this work. For the choice of this and other stoichiometric formulae, the reader is referred to Rittman and M"{a}Carty (2001, Chapter 2, Table 2.4). SRM catalyze the reduction of sulfate to sulfide via the action of intracellular enzymes. Due to the temperature sensitivity of the enzymes, SRM activities are impacted by the reservoir thermal regime. Following the approach of a recent modeling study (Farhadinia, 2008), SRM have been classified according to their temperature optima into three groups: mesophiles (20–40 °C), thermophiles (40–80 °C) and hyperthermophiles (80–113 °C). For each group, temperature effects on growth are modeled according to a previously published function (Ratkowsky et al., 1983; Rosso et al., 1995). In recognition of the importance of temperature in controlling activities of SRM in the oil reservoir, we have incorporated a temperature function into TMVOC-REACT that will modulate the growth rate of the SRM population. The mathematical formulation of this temperature function follows the Rosso et al. (1995) model. The temperature function behaves in a similar manner as the Ratkowsky curves, and is described by the three parameters: upper limit temperature \(T_{\text{MAX}}\), optimal temperature \(T_{\text{OPT}}\) (derived from genomic data) and lower limit temperature \(T_{\text{MIN}}\):

\[
f(T) = \begin{cases} 
T < T_{\text{MIN}} & 0.0 \\
T_{\text{MIN}} < T < T_{\text{MAX}} & \eta(T) \\
T > T_{\text{MAX}} & 0.0 
\end{cases} 
\]

\[
\eta(T) = \frac{(T - T_{\text{MAX}})(T - T_{\text{MIN}})^2}{(T_{\text{OPT}} - T_{\text{MIN}})(T_{\text{OPT}} - T_{\text{MIN}})(T - T_{\text{OPT}})(T_{\text{OPT}} - T_{\text{MAX}})(T_{\text{OPT}} + T_{\text{MIN}} - 2T)} \tag{5}
\]
Another important parameter in the Monod equation is the maximum growth rate, $\mu_{\text{MAX}}$ (see Equation (3)). The mathematical formulation employed to derive $\mu_{\text{MAX}}$ from the minimum generation (doubling) time, $t$, as derived from genomic data is as follows:

$$\mu_{\text{MAX}} = \frac{\ln 2}{t} \quad (6)$$

2.3. Model simulations

To explore the degree of complexity necessary to represent the kinetics of SRM community in an oil field, we conducted four sulfate reducing simulation scenarios. In each simulation scenario, the SRM community is made up of different number of members. Below we describe each scenario.

Scenario A. Full complexity of the SRM community is represented. All twenty-five SRM are represented (Fig. 2A).

Scenario B. The complexity of the SRM community is reduced in comparison to Scenario A. There are a total of nine SRMs. Three SRM within each of the temperature regimes (i.e. mesophilic, thermophilic and hyperthermophilic). One of the SRM is characterized by mean values of $\mu_{\text{MAX}}$, optimal growth temperature and $K_s$ derived from the SRM within the corresponding temperature regime in Scenario A. The remaining two SRM are characterized by values of $\mu_{\text{MAX}}$, optimal growth temperature and $K_s$ that are ±1 standard deviation of the mean (Fig. 2B).

Scenario C. There are a total of three SRM. One SRM within each of the temperature regimes. The SRM is characterized by mean values of $\mu_{\text{MAX}}$, optimal growth temperature and $K_s$ derived from the SRM within the corresponding temperature regime in Scenario A (Fig. 2C).

Scenario D. The kinetics of the SRM community are represented by a single SRM, with a single $\mu_{\text{MAX}}$, optimal growth temperature and $K_s$ that are the mean of $\mu_{\text{MAX}}$, optimal growth temperature and $K_s$ of all 25 SRM investigated in this work. This resulting SRM guild operates optimally in the thermophilic region (Fig. 2D). This scenario represents typical model representation of SRM in other simple modeling studies.

3. Results and discussion

3.1. Deriving model parameters from microbial datasets

3.1.1. Comparison between predicted traits and observed traits

We compare minimum generation time and optimal growth temperature derived from genomic data against literature (observed) values for eleven known SRM (Fig. 3). Of the eleven SRM with literature values, five are from the mesophilic regime (Desulfatibacillum alkenivorans, Desulfovoccus oleivorans, Desulfovibrio desulfuricans, sulfurimonas denitrificans), two are from the thermophilic region (Desulfospirorosinus acidiphilus, Thermodesulfobium narugense), while the remaining four are from the hyperthermophilic region (Thermodesulfobacterium sp., Desulfurococcus kamchatkensis, Archaeloglobus sulfaticallidus, Archaeloglobus profundus). Optimal growth temperature calculated from the frequency of amino acids IVYWREL in the proteome of the SRM (Zeldovich et al., 2007) seems to match literature values with relatively high degree of fidelity (R squared value of 0.86, Fig. 3A). In comparison, minimum generation time, as derived from codon usage bias index (Vieira-Silva and Rocha, 2010) does not match the literature values with such high degree of fidelity (R squared value of 0.44). The model tends to under-predict minimum generation time, particularly at higher values of minimum generation time (Fig. 3B). In the original study by Vieira-Silva and Rocha (2010), the authors demonstrated codon usage bias to be a better predictor of minimum generation time than other genomic signatures such as number of rRNA operons in the genome. In the Vieira-Silva and Rocha (2010) study, the author predicted the minimum generation time of 214 prokaryotes. The R squared value between the predicted minimum generation time and literature values is 0.58. Their study also showed that the observed generation time for thermophiles used in their study, is higher than values derived from the genomic signatures.

3.1.2. Relationships between traits

We plot minimum generation time, $K_s$ and optimal growth temperature to explore the relationship between these three traits (Fig. 4).
3.1.2.1. Minimum generation time and optimal growth temperature.

While results suggest negative relationship between minimum generation time and optimal growth temperature (R squared value of 0.57, Fig. 4A), the correlation is not a strong one. Our current finding with SRM literature values is similar to the observations made by Vieira-Silva and Rocha (2010). From their data they found no significant difference of minimal generation times between thermophiles, mesophiles and psychrophiles.

3.1.2.2. $K$ and minimum generation time. While our data suggest a weak relationship between $K$ and minimum generation time for SRM (R squared value of 0.5, Fig. 4B), such relationship has been shown to exist in other microorganisms. The $K$ and $\mu_{MAX}$ (derived from minimum generation time using Equation (6)) trade off is also known as the r-K strategy dichotomy (MacArthur and Wilson, 1967; Sommer, 1981). Populations that are accustomed to disturbances and/or feast-and-famine lifestyles due to intermittent nutrient influxes are r-strategists. The r-strategists are opportunistic and are characterized by high growth rates. On the other hand, the K-strategists are populations that thrive in environments with more stable nutrient concentrations. These K-strategists are also known as equilibrium populations and have high competitive ability (e.g. high substrate affinity) (Andrews}

---

**Fig. 4.** (A) Relationship between min generation time and optimal growth temperature. (B) Relationship between half saturation constant and minimum generation time. (C) Relationship between optimal growth temperature and half saturation constant.

**Fig. 5.** Spatial distribution of reservoir temperature (unit = °C) from the beginning of the water injection to Year 4. The temperature of the oil reservoir (formation) is 70 °C while that of the injection water is 30 °C.
and Harris, 1986). When determining the vertical distribution of two bacterial populations in a stratified lake, Weinbaur and Hofle (1998) also characterized the life strategies of these two populations, namely Comamonas acidovorans PX54 and Aeromonas hydrophila PU7718. Their study revealed that A. hydrophila PU7718 is an r-strategist with high growth rate, while C. acidovorans PX54 with lower growth rate but high substrate affinity and resistance to grazing is a K-strategist. Evidence supporting this trade-off relationship can also be found in phytoplankton community studies (Litchman and Klausmeier, 2008). Green algae with high maximum growth rate dominate high nutrient lakes, while phytoplanktons with low maximum growth rates but high substrate affinity (low $K_s$) tend to dominate water bodies with low nutrient concentrations (Reynolds, 2006).

3.1.2.3. $K_s$ and optimal growth temperature. Our result suggests a negative relationship between $K_s$ and optimal growth temperature (R squared value of 0.56, Fig. 4C). $K_s$, as a property of the quaternary enzyme structure, is inherently influenced by temperature (Somero, 2004; Koch et al., 2007; German et al., 2012), although the response can be irregular (Stone et al., 2012). Adjustment of the amino acid composition modifies the protein structure resulting in enzyme acclimation to an optimal local temperature. The result of this modification is to render the protein structure more rigid at higher temperatures (Johns and Somero, 2004) with a lower effective $K_s$ (and higher affinity), relative to mesophilic conditions. This relationship is used in the

Fig. 6. Spatial distribution of mesophiles (unit $= \text{mol kg}^{-1} \text{day}^{-1}$) from the beginning of the water injection to Year 4.
derivation of $K_s$ values that were unavailable for some of the twenty-five SRM in the simulations. In comparison to the relationship between $K_s$ and minimum generation time, this relationship has higher R squared value. Further, optimal growth temperature derived from genomic data match literature values with relatively high degree of fidelity than minimum generation time.

3.2. Simulation results

3.2.1. Temperature impact on the emergence of the SRM community composition

The integrated model simulated the injection of a relatively cold seawater and produced water mix into the injection well of the reservoir. The formation temperature of 70 °C in the model mimics the formation temperature found on site. The model captured the four-year watercut trend (data) from an undiscovered site in the North Sea region (Fig. 1b). Cold water (30 °C) injected lowered the temperature of the region surrounding the injection well rapidly to 36 °C within the first year. The injected water preferentially flowed along the primary fracture connecting the injection well and the producing well. Breakthrough occurred at around the first half year. As a result, a thermal gradient began to develop along the primary fracture. The gradient varied year to year, from 70 °C (producing well) to 37 °C (injection well) at Year 1, to 45 °C (producing well) to 37 °C (injection well) at Year 4 (Fig. 5). These hydrologic and thermal conditions are maintained for all the four field scale simulation scenarios investigating SRM community complexity (as described in section 2.3). The simulated thermal gradient follows

![Spatial distribution of thermophiles (unit – mol kgw⁻¹) from the beginning of the water injection to Year 4.](image-url)
the observed thermal gradient on site (29–66 °C), which straddles mesophile to hyperthermophile range.

Here we discuss the shift in SRM community structure for the field scale simulation involving the twenty-five ecotypes of SRM (Scenario A). The SRM community shifted in response to the change in temperature. Initial conditions prescribed the SRM abundance equally throughout the reservoir domain, and as the temperature dropped at the injection well an SRM community dominated by the mesophiles emerged as early Year 2 (Figs. 6–8). Deeper into the rock matrix in the oil reservoir, temperature only begun to fall after Year 2.5. At Year 4, the temperature at the producing well was at 45 °C. While this temperature is conducive for the thermophiles, they did not overtake the hyperthermophiles as the dominant until ~6 months later (Fig. S1). (Note: simulation for Scenario A was extended by a year to show the shift in SRM community as the temperature at the producing well continues to fall) At Year 5, temperature at the producing well is ~37 °C, the thermophiles have taken over the hyperthermophiles as the dominant population. However, with time, as the temperature remain conducive for the mesophiles, we can expect the mesophiles to dominate.

3.2.2. Comparison between the different simulation scenarios

We compare the effluent sulfate and sulfide concentrations between the four field scale simulations (Fig. 9), using scenario A (25 SRM) as the baseline for comparison. Effluent sulfate and sulfide from Scenario A (25 SRM) and B (9 SRM) closely matched each other, while effluent sulfate and sulfide from scenario C (3 SRM) and D (1 SRM) closely matched each other. Effluent sulfate broke through at the producing well and rose rapidly to 21 mmol kgw⁻¹ (the concentration in the injection water) in all four scenarios by Year 1. From then on, the effluent sulfate concentrations of scenarios C and D diverged from those of scenarios A and B. From Year 1.5 to Year 4, effluent sulfate concentrations of

Fig. 8. Spatial distribution of hyperthermophiles (unit – mol kgw⁻¹) from the beginning of the water injection to Year 4.
scenario C and D decreased slowly from 21 mmol kg\(^{-1}\) to 15 mmol kg\(^{-1}\), while that of scenario A and B decreased more rapidly from 21 mmol kg\(^{-1}\) to 6 mmol kg\(^{-1}\). Interestingly, the results demonstrate that the dynamics of the 25 SRM (scenario A) can be replicated by the 9 SRM (scenario B). In contrast, representing the community with only 1 SRM or 3 SRM (one in each temperature regime) cannot sufficiently capture the dynamics of the full SRM community. In fact, the 1 SRM and 3 SRM representations underestimated the bulk sulfate reduction rate of the system compared with the 9 and 25 SRM scenarios (Fig. 9).

We further evaluate model performance of scenarios B–D by evaluating root-mean-square errors (RMSEs), \(\sigma\):

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N} (C_i^s - C_i)^2}{N}}
\]  

(7)

where \(C_i^s\) is the simulated effluent sulfate concentration from scenario A, \(C_i\) is the simulated effluent sulfate concentration from the remaining scenarios and \(N\) is the total number of data points. The RMSEs for scenarios B, C and D are 0.33, 4.86 and 4.41 (mmol kg\(^{-1}\)) respectively. The RMSE values for scenarios B, C and D are calculated by assuming scenario A as the case which high degree of SRM population complexity is incorporated, which other scenarios are benchmarked against.

Next we compare the shifts in relative abundance in the SRM community between scenarios A, B and C. At the injection well, temperature rapidly declined from 70 °C to 35 °C within the first half year. The SRM community responded to the temperature shift, and the mesophiles dominated sulfate reduction from 0.5 years on. This trend held for all three scenarios (Fig. 10). Temperature at the producing well remained at 70 °C for the first two years, then slowly declined to 45 °C by the fourth year (Fig. 11). For scenarios A and B, the hyperthermophiles became the dominant population at the producing well within the first year and continued their dominance in terms of cell numbers through to the fourth year. This guild of hyperthermophiles thrive at optimal temperatures in the low 80 °Cs, with minimum temperature (for growth) below 70 °C (Fig. 2). While the temperature at the producing well may not be at their optimal temperature, these hyperthermophiles remain competitive since their \(\mu_{\text{MAX}}\) values at 70 °C are similar in magnitude to the \(\mu_{\text{MAX}}\) values of the thermophiles (scenarios A and B, Fig. 2).

For scenario A (25 SRMs), the hyperthermophiles belong to the genus Archaeoglobus (fulgidus and sulpaticallidus) and Thermodesulfobacterium. On the other hand, the SRM community in scenario C behaves differently than those from scenarios A and B. The relative abundance of the three guilds (mesophiles, thermophiles, hyperthermophiles) remained constant till Year 3.5, while the temperature of the reservoir was in the range –50–70 °C. Within this temperature range, none of the 3 SRM guilds derived from the original 25 are capable of growth (see section 2.3 and Fig. 2C). As the temperature drops further (towards 40 °C), the temperature became conducive for the thermophiles, and they increase in relative abundance by Year 4.

Simulation results suggest the possibility of reducing model complexity while maintaining dynamics of the target microbial community. Multi-year reactive transport simulations of oil reservoir dynamics are computational intensive even without the inclusion of microbial kinetics. The incorporation of microbial kinetics adds to the computational burden. Our simulations focus solely on sulfate reduction, which already involve 25 SRM. If other microbially mediated reactions in the oil reservoirs, e.g. biodegradation of oil (Head et al., 2003) and sulfide oxidation, are to be taken into consideration, a far greater number of model parameters would be involved and longer computational run times could be expected. Our simulation results demonstrate a trade off between community complexity and simulation run time. When compared with the 25 SRM simulation, the 1, 3 and 9 SRM simulations took a factor of 0.42, 0.42 and 0.58 times shorter to run respectively. Actual computational for each scenario can be found in Table S1. While representing the SRM community as a single SRM yields the fastest run time, it also yields the highest degree of error. In this work, we systematically reduced microbial community complexity and determined a reduced number of SRMs that was able to capture the kinetics of the full 25 SRM community, with shorter computational runtime.

Here we discuss caveats of the current model. The focus of this study is the exploration of the impacts of representing diversity within SRM community through trait-based modeling coupled to a simplified reactive transport model, and how we can parameterize the kinetic parameters from genomic data (especially in times when data are not available from physiological studies). As such only microbial sulfate reduction are incorporated into this model. In addition to sulfate reducers,
other key anaerobic bacteria and archaea have been isolated from oil reservoirs: fermentative heterotrophic bacteria, iron reducing bacteria and methanogenic archaea (Head et al., 2003). Sulfate reducers have been known to interact with other microbial guilds in the deep subsurface. One example is the fermenters (acid producing bacteria). Microbial fermentation produces acetate and other fatty acids, which function as electron donors in sulfate reduction. Further, acid produced by the acid producing bacteria impact the environment by altering pH. Finally, in this work, partitioning of H₂S between the gas, oil and water phases are dependent on the pressure. Recently, pH has been identified as an important factor controlling the partitioning of H₂S (Burger et al., 2013) and needs to be considered.

4. Conclusion

In this study, we first showed how genomic information could be used to parameterize the generation time and optimal growth temperature required for modeling microbial souring, and provided a pathway for using microbial data derived from oil reservoir studies. Of the two parameters, optimal growth temperature (derived from genomics data) matched the literature data with the highest degree of accuracy.

Next, we demonstrated how these derived parameters could be used in a reactive transport simulation of seawater injection into a reservoir. Model with diverse sulfate reducing microbial community represented shifts in community composition as an emergent property that constantly evolves as communities self-organize in response to changing environmental conditions. Finally, we explored the question of necessary model complexity by comparing model results using different numbers of sulfate reducers. Simulation results showed that the kinetics of the 25 SRM could be adequately represented by 9 SRM (with parameter values derived from the mean and standard deviations of the 25 SRM). Importantly, this reduction in complexity from 25 to 9 SRM decreased simulation run time by a factor of 2. However, further simplification of the community to 3 or 1 SRM could not reproduce the souring dynamics, highlighting the importance of adequately capturing system complexity in modeling.
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